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APPLICATIONS

 Motor Drives – Industrial Controls

  ° Factory Automation

  ° Robotics

  Motor Drives – Office Equipment

  ° Copiers, Fax Machines

° Vending Machines

  Motor Drives – Aerospace, Military

° Positioning Control

° Aircraft Seating

Model Motor
Interface

Output
Current

Supply Voltage
Operation

Production
Volume Pricing

10K Pieces USD*

 SA303-IHZ Brushless
DC Motor

3 A continuous
10 A Peak

10 V to 60 V
Single Supply $5.86

 SA306-IHZ Brushless
DC Motor

5 A continuous
17 A PEAK

< 9 V to 60 V
Single Supply $9.90

 SA306A-FHZ Brushless
DC Motor

8 A continuous
17 A PEAK

< 9 V to 60 V
Single Supply $12.85

 SA53-IHZ Brush
DC Motor
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 SA57-IHZ Brush
DC Motor

5 A continuous
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< 9 V to 60 V
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 SA57A-FHZ Brush
DC Motor

8 A continuous
17 A PEAK

< 9 V to 60 V
Single Supply $9.05

The SA303-IHZ is a pulse width modulation (PWM) motor driver IC designed to protect brushless motors from 
operational hazards such as over current, under voltage and over temperature. This newest addition to the 
Apex Precision Power™ product family can generate performance gains in the overall motor control circuitry 
by eliminating motor shutdown and re-starts. For example, should an over-temperature or short circuit occur, 
the SA303-IHZ will not shutdown the outputs but instead allows the system to continue running while it 
signals the external controller to take corrective action. In most cases, the processor can correct the condition 
by utilizing software to remedy the external interrupt. 

* per unit pricing for production estimating only; actual per unit cost through distribution may vary

3 A, Three-Phase Motor Driver IC Uses 
Protection Features to Deliver Performance Gains
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“How can I tell if a power supply is reliable?”

© Agilent Technologies, Inc. 2009. 
Limited time offer. See Web site for full promotion details. 
Discount offer applies to 144 power supplies. 

There’s an indicator on the front.
It says “Agilent.” With a typical MTBF of 40,000 hours, over half-a-
century of experience, and with more than 250 models to choose 
from, Agilent’s power supplies are the ones you can count on. In fact 
the array of our power supplies is so extensive, it wouldn’t fit on this 
page. For clean, low-noise, programmable power to countless DUTs, 
there’s an Agilent power supply with your name on it. Actually, it’s 
our name on it, but you know what we mean.

Take a brief quiz and save up to 10%.
And enter to win an iPod touch.
www.agilent.com/find/poweronquiz

866-436-0887  www.metrictest.com/agilent 

6,000 instruments. One source.
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41 Fast 10-line-to-one-line data selector/multiplexer comprises only two ICs

42 Implement a simple digital-serial NRZ data-recovery algorithm in an FPGA

44 LED strobe has independent delay and duration

48 Cancel sensor-wiring error with bias-current modulation

50 Simple FSK modulator enables data transmission over low-speed link
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Tee up your multi-
processing options

24A good processor
taxonomy helps you
understand process-

ing architectures’ sweet spots. You
should probably look at multicore
options in the same way.

by Robert Cravotta,
Technical Editor

RF engineers
automate tests

20Many test engineers side-
step the built-in capabilities

in today’s RF-test equipment and
devise their own algorithms, appli-
cations, and automated tests.

by Martin Rowe, Senior Technical
Editor, Test & Measurement World

6.11.09

contents

USB 3.0: a simple
idea full of challenges

16Combining 5 Gbps with
the convenience of USB

sounds like a sure win, but many
issues are hiding behind the
premise.

by Ron Wilson, Executive Editor

8  Low-power audio codec incor-
porates Class D-loudspeaker
amplifier

8  Two-terminal current source
supplies 200 mA

9  Agilent, ETS-Lindgren address
A-GPS test

10  Kits support design of field-
oriented-control motor drives

10  Standardization boosts soft-
ware reuse in microcontrollers

11  Op amp has offset calibration
to 200 �V

11  CES 2009: the price of falling
prices

12  Texas Instruments announces
dual 14-bit, 250M-sample/sec
ADC

12  Passive scope probes offer
bandwidths to 1.5 GHz for
high-speed-digital applications

13  Research Update: New “non-
blinking” nanocrystals prom-
ise increased efficiency in
LED lighting; IMEC develops
design for deep-brain stimula-
tion implant
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Designing portability
into silicon IP

37Design foundry portability
into IP cores, rather than

applying it after the fact.
by Joseph Pun, Gennum Corp,

Snowbush IP Group

Troubleshooting a
transaction-level model

31Seemingly minor violations
of the TLM 2.0 standard can

turn a system-level model into an
agent of evil in your design flow.

by Andrea Kroll, PhD,
Jeda Technologies

edn090601toc_id  3edn090601toc_id  3 5/28/2009  12:45:10 PM5/28/2009  12:45:10 PM



EDN090601.indd  4EDN090601.indd  4 5/27/2009  11:19:51 AM5/27/2009  11:19:51 AM



JUNE 11, 2009  | EDN  5

EDN® (ISSN#0012-7515), (GST#123397457) is published biweekly, 24 times per year, by Reed Business Information, 8878 Barrons Blvd, Highlands
Ranch, CO 80129-2345. Reed Business Information, a division of Reed Elsevier Inc, is located at 360 Park Avenue South, New York, NY 10010. Tad
Smith, Chief Executive Officer; Mark Finkelstein, President, Boston Division. Periodicals postage paid at Littleton, CO 80126 and additional mailing offic-
es. Circulation records are maintained at Reed Business Information, 8878 S Barrons Blvd, Highlands Ranch, CO 80129-2345. Telephone (303) 470-
4445. POSTMASTER: Send address changes to EDN®, PO Box 7500, Highlands Ranch, CO 80163-7500. EDN® copyright 2009 by Reed Elsevier
Inc. Rates for nonqualified subscriptions, including all issues: US, $179.99 one year; Canada, $229.99 one year (includes 7% GST, GST#123397457);
Mexico, $229.99 one year; air expedited, $399.99 one year. Except for special issues where price changes are indicated, single copies are avail-
able for $10 US and $15 foreign. Publications Agreement No. 40685520. Return undeliverable Canadian addresses to: RCS International, Box
697 STN A, Windsor Ontario N9A 6N4. E-mail: Subsmail@ReedBusiness.com. Please address all subscription mail to EDN®, 8878 S Barrons Blvd,
Highlands Ranch, CO 80129-2345. EDN® is a registered trademark of Reed Elsevier Properties Inc, used under license. A Reed Business Information
Publication/Volume 54, Number 11 (Printed in USA).

7 EDN.comment: A modest proposal for IP

14 Signal Integrity: Endpoint distortion

52 Supply Chain: Economy opens more doors to demand creation
for distributors; System ICs set for double-digit growth in 2010;
EPA finding on gases could affect US IC manufacturing

54 Product Roundup: Power Sources, ICs, Computers and Peripherals,
Embedded Systems

58 Tales from the Cube: The boss is always right, even when he’s wrong

54 58

O N L I N E  O N LY
Check out these Web-exclusive articles:

online contents www.edn.com

contents 6.11.09

D E PA R T M E N T S  &  C O L U M N S

• 0.4 Watts to 150 Watts
Power Transformers

• 115V/26V-400/800 Hz Primary

• Secondary Voltages 
2.5V to 300V

• Manufactured to MIL-PRF 27
Grade 5, Class S, (Class V, 
1550C available)

• Surface Mount or Plug-In

• Smallest possible size

See Pico’s full Catalog immediately

www.picoelectronics.com

Surface Mount
and Plug-In

Now... 
up to 
150

Watts

Electronics, Inc
143 Sparks Ave., Pelham, NY 10803

Call Toll Free: 800-431-1064
E Mail: info@picoelectronics.com

FAX: 914-738-8225

Delivery - Stock to one week

INDUSTRIAL • COTS • MILITARY

PICO

400 / 800 Hz
Transformers

For 10-Gbps interconnects, the RJ-45
once again will dominate
The industry will adopt 10-GBase-T as the
primary 10-Gbps interconnect for data-center
switches and servers for many of the same
reasons that RJ-45 and twisted-pair cabling
dominate at gigabit speeds.
➔www.edn.com/article/CA6656523

Electronic-ballast circuits enhance
resonant-mode power supplies
This article explains the basic functions of a
typical electronic-ballast circuit, highlights the
similarities between the applications, and de-
scribes a typical resonant-mode power supply
using a standard electronic-ballast-control IC.
➔www.edn.com/article/CA6658506

SEE NAKED ICs
The IC Insider, an exclusive EDN.com
series contributed by Chipworks, one
of the leading IC reverse-engineering

houses, provides
detailed functional
and circuit analysis

of significant new ICs. The IC Insider
shows you how the latest ICs really
work, and why—insight you’ll never get
from the data sheet.
➔www.edn.com/icinsider

THE

INSIDER

Check out EDN’s Hot Topics pages.
Hot Topics pages deliver continuously
updated, subject-specific links from
not only EDN but also the entire
electronics-industry Web.
➔www.edn.com/hottopics

HOT TOPICS
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MAGNA-POWER
ELECTRONICS

M
EP 2 KW TO 900 KW+ AC/DC POWER SUPPLIES

Announcing the XR Series: The Highest Power Density 2U Programmable DC Power Supply

Applications

Electric Powertrains

Water Treatment

Military

Battery Charging

Aviation Systems

Source Emulation

Laboratory Testing

PLC Integration

Many more

Specifi cation XR Series TS Series III MS Series II MT Series III

Models 54 150 84 140

Power 2 to 6 kW 5 to 45 kW 30 to 75 kW 100 to 900 kW+

Voltage 0-1000 Vdc 0-4000 Vdc 0-4000 Vdc 0-4000 Vdc

Current 0-375 Adc 0-2700 Adc 0-4500 Adc 0-24000 Adc

www.magna-power.com (908) 237-2200

Up to 88% effi  ciency

Low output ripple

Constant voltage and constant current programming

Voltages up to 1000 Vdc, Currents up to 375 Adc

RS-232 standard, LXI Ethernet, GPIB, USB, RS485 availableCurrent-fed processing
MT Series IV

TS Series III
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This change would not fix every-
thing. But it would resolve a number
of problems that corrode the system,
and correct one problem that threat-
ens to blow up the whole show.

First, consider the inventors. Today,
granting patents to the people who
did the inventing is fiction. Unless
the inventor is self-employed and not
under contract, an employer gets the
patent. This appropriation is poison-
ous in a number of ways.

Engineers find ways to work around
the system. They avoid documenta-
tion. If an idea starts to pan out, the
engineer quits, launches a new com-
pany, and then files patents. That
move is risky, but it is a better deal
than getting your name on a bronze
plaque in somebody else’s lobby. Most
of the time, the industry and the com-
pany that funded the work get noth-
ing, and the inventor gets two years of
16-hour days at reduced salary. And
that scenario is what happens if every-
one avoids litigation.

Now consider employers. The sys-
tem vacuums the best R&D employ-
ees from organizations just as they are
about to do their most valuable work.
Any way you look at it, that move

destroys equity. Further, own-
ing patents tends to force companies
to focus on generating revenue from
their patents—and away from serving
their customers.

Suppose patents were not transfer-
able, however. Inventors, instead of
assigning patents to their employers,
would license them in case-by-case
negotiations based on the employ-
ment agreement. With licensing in-
stead of assignment, the goals of the
inventor and employer would align:
Both want to maximize the profits
from the patent, and the best way to

do that is usually cooperation. If the
company wants the patent, it will
help defend it. If the company isn’t in-
terested, the inventor can find other
licensees in the free market.

Now think about venture investors.
Today, when a venture company dies,
patents are often its best surviving as-
sets. But separated from the engineers
who did the work, the patents have
only a fraction of their real worth. If
the patents remain with the engineers,
the asset would be not just a possible
future cash flow. The asset would com-
prise the patents; all the other IP (in-
tellectual property) associated with ap-
plying them, including collected data,
prototypes, and so forth; and the actu-
al people who did the work. This asset
is a far more valuable—and tangible—
one that a buyer could exploit at once.

Finally, there is an even more seri-
ous problem that the industry must ad-
dress. Some investors now see patents
as financial instruments: contracts
that entitle the owner to an—admit-
tedly uncertain—future cash flow. In-

vestment banks can buy and
pool patents and then cre-

ate financial derivatives
based on these pools.
Financial technicians
can model those fu-
ture cash flows as sto-
chastic processes, ap-
plying the math used

for collateralization of
subprime mortgages. We

all know the next chapter
in that story. The new demand for

patents undermines the whole concept
of IP in the United States.

So let inventors own their pat-
ents and allow them to transfer lim-
ited rights under the well-developed
body of licensing law. It’s fair to engi-
neers. It’s best for corporations and in-
vestors. And it could prevent a catas-
trophe that today threatens the entire
system.EDN

Contact me at ronald.wilson@reed
business.com.

BY RON WILSON, EXECUTIVE EDITOR

A modest proposal for IP

,,
E D N . C O M M E N T

 T
he US patent system needs fixing to the point that there
are debates over just whose interests we should fix first. But
no one seems any longer interested in the original idea:
that patents protect the inventor—not a corporation—and
that, by protecting the inventor, they encourage publica-
tion, accelerating the pace of innovation. So here’s a sug-

gestion: We should prohibit the assignment, the sale, or any other trans-
fer of patent ownership, except for inheritance.

Let inventors own
their patents and
allow them to
transfer lim-
ited rights
under the
well-devel-
oped body
of licensing
law.
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pulse
National Semiconductor recently

announced the low-power LM49352
audio codec (compressor/decompres-

sor) for handheld consumer electronics. The
part includes an audio codec with ground-ref-
erenced headphone amplifi ers, Class D-loud-
speaker outputs, and an audio DSP. The loud-
speaker delivers 93% effi ciency at 970 mW
from a 4.2V supply. The headphone amplifi er
offers 18-mW MP3 playback to extend bat-
tery life. Applications include smartphones,
full-featured phones, portable gaming devices,
and portable GPS (global-positioning-system)
devices.

The device integrates a charge pump to
increase power to the loudspeakers. It also
includes a DAC, which achieves 103-dB SNR
(signal-to-noise ratio), and an ADC, which pro-
vides 97-dB SNR. The part can play back audio
with 96-kHz sampling rates and can record
audio at 48 kHz. It also incorporates dual-
stereo, fi ve-band parametric equalizers; ALC
(average-level control); and limiter and com-

pressor functions on both the DAC- and the
ADC-signal paths. The codec also features dif-
ferential-microphone inputs to minimize noise,
crosstalk, and RF susceptibility. The ADC has
a wind-noise fi lter that can operate in voice- or
high-fi delity-recording modes.

The LM49352 comes in a 36-bump micro
SMD package, sells for $7.55 (1000), and is
available for sampling, along with evaluation
boards.—by Paul Rako
�National Semiconductor, www.national.
com.

Low-power audio codec incorporates
Class D-loudspeaker amplifier

EDITED BY FRAN GRANVILLE

“Thanks … from
an old guy just
doing FPGAs for
the first time (af-
ter decades of
microcontrollers).
I’m sure you just
saved me a week
somewhere.”
—Engineer and EDN reader
Ernie Murphy, in EDN’s
Feedback Loop, at www.edn.
com/article/CA6648806. Add
your comments.

FEEDBACK LOOP

INNOVATIONS & INNOVATORS

The low-power LM49352 audio codec for
handheld consumer electronics has Class
D-amplifier outputs.

Linear Technology Corp’s new LT3092 two-terminal current source can supply 0.5 to
200 mA of current at a 1% initial accuracy. The device operates at 1.5 to 40V and exhib-
its less-than-1-mV typical load regulation and less-than-0.001%/V typical line regula-
tion. The device needs no bypass capacitance on the input or the output in most ranges
of operation, even when you use it at 0.5V. The output is short-circuit-protected and can
withstand reverse voltage, and a thermal-shutdown circuit prevents overheating. You can
confi gure the devices in parallel for greater current, or you can stack them in series for
greater voltage compliance.

The LT3092 comes in 3�3-mm, eight-pin DFN; eight-pin SOT-23; and three-pin SOT-
223 packages. The LT3092MP version operates in the �55 to �125�C junction-tem-
perature range, and the LT3092E and LT3092I versions operate in the �40 to �125�C
range. Prices range from $1.65 to $4.73 (1000). For more on this product, go to www.
edn.com/090611pa.—by Paul Rako
�Linear Technology Corp, www.linear.com.

Two-terminal current source supplies 200 mA

The two-terminal Linear Tech LT3092 cur-
rent source works at 1.5 to 40V and can
output 0.5 to 200 mA.

R

I

I

20k200 mV

LT3092

10 �A

�

�

I �0.5 mA.
I = 0.2V

R
.
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DILBERT By Scott Adams

Agilent Technologies Inc
has introduced GS-
9000 A-GPS (assist-

ed-global-positioning-system)
test systems employing the
company’s 8960 wireless-
communications-test set’s
new A-GPS-assistance-data-
messaging-test capabilities.
Meanwhile, ETS-Lindgren also
announced an integrated test
capability employing its AMS-
8000 series of antenna-mea-
surement systems and A-GPS
test equipment from Agilent
and other instrument vendors.

A-GPS, an enhanced po-
sition-location method, uses
positioning-assistance data
it obtains from base stations.
With assistance data, a mobile

device can within seconds de-
termine and report back its
exact location to a network.
In contrast, unassisted-GPS
techniques require minutes to
accomplish this task. As ser-
vice providers move to imple-
ment A-GPS in their networks
and as vendors introduce A-
GPS-capable devices, these
devices require testing to
demonstrate that A-GPS op-
eration poses no interference
to cellular services.

Agilent’s GS-9000 A-GPS
design-verification-test sys-
tems include both hardware
and software for testing a de-
vice’s A-GPS capabilities in a
conducted environment. The
hardware includes an 8960

test set and an E4438C vec-
tor-signal generator to emulate
GPS satellites. The GS-9000
enables A-GPS validation,
TIS (total-isotropic-sensitivity)
testing, and A-GPS preconfor-
mance testing for mobile de-
vices; the system also provides
fading and SUPL (secure-us-
er-plane-location) support. A
GS-9000 Lite version omits

SUPL and fading capabilities.
Within the GS-9000, the

8960 test set acts as a base
station with an A-GPS mes-
sage pipe for sending A-GPS-
assistance-data messaging to
and from the wireless device
or phone under test. The phone
acknowledges receipt of the
data and performs location
calculations, returning its loca-
tion information to the 8960
test set through the appropri-
ate UMTS (universal mobile-
telecommunications system)
or CDMA (code-division-mul-
tiple-access) 2000 technol-
ogy-dependent protocol mes-
saging. The system supports
TIS testing in accordance with
Version 3.0 of CTIA’s (Cellular
Telecommunications Indus-
try Association’s) “Test Plan
for Mobile Station Over the
Air Performance” by antenna-
measurement-system provid-
ers, such as ETS-Lindgren.

For its part, ETS-Lindgren
announced an expansion of
the company’s AMS-8000
series of antenna-measure-
ment systems, which include
a fully anechoic RF-test cham-
ber with DUT (device-under-
test) positioning equipment,
antennas, instrumentation,
and test-automation software.
Version 1.07 of its EMQuest
EMQ-100 antenna-measure-
ment software adds support
for A-GPS and other RSS (re-
ceived-signal-strength)-based
measurement methods. The
ETS-Lindgren system supports
the Agilent A-GPS test equip-
ment and Spirent Communica-
tions’ (www.spirent.com) ULTS
(UMTS-location-test system).

—by Rick Nelson
�Agilent Technologies,
www.agilent.com.
�ETS-Lindgren, www.
ets-lindgren.com.

Agilent, ETS-Lindgren address A-GPS test

Agilent’s basic mobile-device A-GPS test setup includes the Agilent 8960 wireless-communica-
tions-test set, the E4438C ESG vector-signal generator, and PC-control software.

A-GPS uses
positioning-

assistance data
to determine
and report
back its exact
location.
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Infineon has expanded its
range of application kits that
support design of energy-

effi cient motor drives employ-
ing the company’s 8- and 16-bit
microcontrollers. The focus of
the kits is ease of use, accord-
ing to Jürgen Hoika, senior
product-marketing manager of
the company’s industrial- and
multimarket-microcontroller
group. The kits include com-
prehensive tools and scalable
reference designs.

The company based the
new kits on members of the 8-
bit XC800 and 16-bit XE166
families; they allow you to
implement techniques such
as FOC (field-oriented con-
trol) and power-factor control
to obtain quiet and effi cient
designs. You need specific
architectures to execute these
techniques, Hoika says, but you
can use an 8-bit device—when
it has dedicated additional pro-
cessing with a vector-compu-
tation block. A 16-bit control-

ler, with a suitable architecture,
runs two motors with both FOC
and power-factor control.

Infineon based the dual-
motor-drive kit on the XC878
and XE166, and it supports
FOC and power-factor con-
trol with a scalable architecture
from 8 to 16 bits and a power
board driving as much as 8A at
110 to 230V. The FOC-motor-
drive kit supports design of FOC
for the XC878 and XE166,
with—in this case—a power
board that drives as much as
7.5A at 23 to 56V. Code gen-
eration for the FOC aspect of
your design is automatic. The
12V BLDC (brushless-dc)-

drive kit uses the XC866 to
drive motors with as much as
20A at 9 to 18V. All the kits
contain a tool chain, including
a compiler and a debugger; you
can design with a library of pre-
confi gured hardware and soft-
ware blocks; a USB (Universal
Serial Bus)-to-JTAG (Joint Test
Action Group) and CAN (con-
troller-area-network) bridge
allows digital isolated real-time
monitoring.

All of these kits work with
Dave Drive, Infi neon’s autocode
generator for motor drives. They
are not just reference designs
but ready-to-use, complete
applications. For example, the
dual-motor-drive kit contains
two drive cards: One employs
the XC878 with its vector com-
puter, twin PWM (pulse-width-
modulation) units, and an ADC
with 1.5-�sec sample time;
the other employs the XE164,
which hosts a MAC (multiply/
accumulate) unit, three PWM
units, and two independent
fast ADCs.

This device operates two
motors and a PFC (power-fac-
tor-correction) block in parallel.
The power board provides an
inverter with 900 to 1800W,
a second inverter with 100 to
200W, and a boost converter
for power-factor control. In
addition, you can run your appli-
cation with control of induction
motors for quick evaluation.

The 12V-BLDC kit with the
XC866 costs €249 (approxi-
mately $330), the FOC-motor-
drive-application kit sells for
€399 (approximately $530),
and the dual-motor-drive-
application kit sells for €499
(approximately $665).

—by Graham Prophet
�Infi neon, www.infi neon.
com.

pulse
Kits support design
of field-oriented-control motor drives

The dual-motor-drive-application kit supports FOC and power-
factor control with a scalable architecture from 8 to 16 bits and
a power board driving as much as 8A at 110 to 230V.

These kits
are not

just reference
designs but
ready-to-use,
complete ap-
plications.

ARM licensees build
ARM’s CMSIS (Cortex-
microcontroller-software-
interface standard), a
vendor-independent hard-
ware-abstraction layer for
processors, with Cortex-M
processor IP (intellectual
property). ARM intends to
define a scalable inter-
face standard across all
Cortex-M series-proces-
sor vendors, enabling
easier code sharing and
reuse. Consistent and
simple software inter-
faces to the processor—for
silicon vendors and mid-
dleware providers—will
lead to an easier learning
curve for novice micro-
controller developers and
reduce product-develop-
ment times.

In ARM’s scenario, us-
ing 8- or 16-bit parts has
no price benefit, and the
automatic choice is the
32-bit single-chip micro-
controller with ample
memory, ensuring well-
structured software lay-
ers. Most microcontroller
projects reuse software
components—but only in-
house and only on a sin-
gle device or device fam-
ily. The CMSIS approach
includes the creation of
standard drivers for well-
defined components that
operate free of conflicts
with middleware and
operating systems from
multiple vendors.

For more on this topic,
go to www.edn.com/
090611pb.

—by Graham Prophet
�ARM, www.arm.com.

STANDARDIZATION
BOOSTS SOFTWARE
REUSE IN MICRO-
CONTROLLERS
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Microchip Technology’s
new MCP651/2/5
operational ampli-

fi er targets use in microphone
preamplifi ers, optical-detector
circuitry, digital scales, indus-
trial instrumentation, H-bridge
drivers, bar-code scanners,
transmission-line drivers, and
medical equipment for patient-
monitoring and ultrasound
functions.

The device has a maximum

supply voltage of 5.5V and a
minimum supply voltage of
2.5V. Input-noise voltage den-
sity is 7nV/�Hz with a fl icker-
noise corner of 30 kHz. The
device has a 50-MHz-gain-
bandwidth product and can
output 95 mA of current. The op
amp has rail-to-rail outputs and
an input structure that allows
input-common-mode voltages
300 mV below the negative-
supply voltage. It requires 1.3V

of common-mode head room
below the positive-supply
voltage. The output-slew
rate is 30V/�sec, and the
supply current is 6 mA.
The typical input-bias
current is 6 pA, and the
maximum is 5000 pA
at 125�C.

The device comes
in a 10-pin DFN
package with an
extra pin for the
calibration function.
When you pull the pin low, the
part enters a calibration rou-
tine using an onboard DAC
and memory and delay coun-
ters. The pin initiates an offset-
voltage correction within 200
msec. Another version comes
in a standard eight-pin-pack-
age pinout without calibration
pins, so it performs the cor-
rection only on power-on and
within 4 msec.

The device has an operat-
ing-temperature range of �40

to �125�C. Samples are avail-
able now, and the vendor is
accepting volume orders. The
single-amp MCP651, dual
eight-pin MCP652, and dual
10-pin MCP655 cost $1.21,
$1.49, and $1.58 (10,000),
respectively.—by Paul Rako
�Microchip Technology,
www.microchip.com.

Op amp has offset calibration to 200 �V
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The MCP65x offset-calibrating-op-amp series is available in sin-
gle eight-pin (a), dual eight-pin (b), and dual 10-pin versions (c).

A demonstration
board allows you to evaluate the
capabilities of the MCP652 op amp.
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CES 2009: the price of falling prices
BRIAN’S BRAIN

Given the multiyear time span
that elapses between when a
new microprocessor architec-
ture is proposed and when the
fi rst products based on that
architecture appear, I honest-
ly doubt that Intel (www.intel.
com) anticipated the eco-
nomic crisis now gripping the
globe. So, while I can’t give the
company credit for prescient
forecasting, I’m still struck by
the lucky timing of its Atom
unveiling.

The netbook and net-top
phenomenon represents the
fi rst time I can recall since the
initial unveiling of the note-
book PC when CPU horse-
power has taken a substan-
tive step backward in the

face of some other
more compelling factor.
In the desktop-to-lap-
top transition, consum-
ers consciously chose
to lessen their CPU demands
in exchange for factors such
as lower system weight and
longer battery life. And in the
modern notebook-to-netbook
and desktop-to-net-top era,
system price reductions are
the fundamental motivation.

Intel and partner Microsoft
(www.microsoft.com) are do-
ing their damndest to keep
the notebook- and netbook-
PC segments distinct, in the
hope of preserving the size
and profi tability of the note-
book segment fed by Intel’s

higher-end CPU fami-
lies. Take the Atom
N270 CPU found in the
MSI Wind U100 net-
book that I tested in my

study, for example. Intel’s own
Web site advocates pairing
that particular Atom proces-
sor fl avor with the Mobile In-
tel 945GSE Express chip set
with 82801GBM I/O control-
ler hub (ICH7M). That core-
logic chip set has an archaic
integrated graphics core, and
it also supports only up to 2
Gbytes of system memory.
OEMs also report that Intel in-
sists that they use the N270
only with systems contain-
ing 10-in.-diagonal maximum
LCD sizes.

The ascendance of the
CPU-defi cient netbook and
net-top symbolizes a substan-
tial change in the rules of the
game, thereby providing per-
haps the fi rst (and last?) tan-
gible opportunity for vendors
to redefi ne the fundamental
parameters of the computer.

The netbook phenomenon
has opened consumers’ eyes
to the reality that they’ve long
been buying far more CPU
muscle than most of them
require. Therefore, I suspect
that the era of robust sales of
competitively isolated, high-
performance Intel micropro-
cessors is largely drawing to
a close.—by Brian Dipert
�www.edn.com/briansbrain.
�For the full post, go to www.
edn.com/090611pd.
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Texas Instruments has
introduced the dual
14-bit, 250M-sample/

sec ADS62P49 ADC, which
achieves 73-dBFS (decibels
relative to full-scale) SNR (sig-
nal-to-noise ratio) and 85-dBc
(decibels referenced to the
carrier) SFDR (spurious-free
dynamic range) at an input
frequency of 60 MHz. Chuck
Sanna, product-marketing
engineer for high-speed prod-
ucts at TI, calls the device the
industry’s fastest dual 14-bit
ADC, adding that it targets
communications applications,
defense imaging systems, and
wideband and portable test-
and-measurement equipment.

Power consumption is only
625 mW per channel, reducing
thermal footprint and increas-
ing system effi ciency in high-
density, multiantenna-base-
station receivers and software-
defi ned radios. Programmable
gain and other user-selectable
settings maximize design fl ex-
ibility. Internal gain adjustment
of as much as 6 dB in 1-dB

steps allows customers to opti-
mize SNR, SFDR, and input
swing based on their appli-
cations’ needs. For instance,
designers can maximize SNR
to enhance linearization effec-
tiveness in DPD (digital-pre-
distortion) applications, or they
can increase SFDR and reduce
input drive to improve small-
signal analysis in defense and
radio-receiver applications.

The device forms a part of a
complete signal chain; comple-
mentary products include the
DAC5682Z and DAC5688

DACs, the THS4509 amplifi er,
the TRF3703 and TRF3761
RF components, the GC5325
DPD-transmitter proces-
sors, the CDCE72010 clock-
distribution circuit, and the
TMS320C6727B DSP. A
comprehensive evaluation-tool
suite speeds time to market.
Customers can leverage TI’s
TSW1200 digital-capture tool
for rapid evaluation of LVDS
(low-voltage-differential-sig-
naling)-output ADCs with as
much as 16-bit resolution and
500M-sample/sec rates to

enable prototyping of complex
systems and to further speed
development time.

“Communications, defense,
and test-design engineers are
constantly challenged to cre-
ate signal- and data-acquisi-
tion receivers with increasingly
wide signal bandwidths,” says
Art George, senior vice presi-
dent of TI’s high-performance-
analog-business unit. “The
ADS62P49 delivers high-
perform ance [and] compact,
power-efficient designs and
enables rapid deployment of
systems, software-defi ned ra-
dios, and spectrum analyzers.”

The ADS62P49 is avail-
able in a 9�9-mm QFN pack-
age for $144.75 (1000). The
ADS62P49EVM evaluation
module has onboard sock-
ets for a voltage-controlled
crystal oscillator, a crystal fi l-
ter, and TI’s newest high-per-
formance clock-distribution
and jitter-cleaning chip, the
CDCE72010, which allows
the module to function as a
system-level evaluation kit and
an ADC evaluation board.

—by Rick Nelson
�Texas Instruments¸ www.
ti.com/ads62p49-pr.

pulse
Texas Instruments announces
dual 14-bit, 250M-sample/sec ADC

At an input frequency of 185 MHz, the ADS62P49 achieves a
79-dBc SFDR, which extends to 91 dBc if you exclude the sec-
ond- and third-order harmonics.

PASSIVE SCOPE PROBES OFFER BANDWIDTHS
TO 1.5 GHz FOR HIGH-SPEED-DIGITAL APPLICATIONS

The N2870A family of passive
scope probes and acces-
sories targets frequencies as
high as 1.5 GHz. The 2.5-
mm-diameter head and the
large number of accessories
suit the probes for use on tiny
components and crowded
printed-circuit boards.
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Agilent Technologies has
introduced the N2870A
family of miniature pas-
sive oscilloscope probes
and accessories with band-
widths from dc to 1.5 GHz.
The probes’ 2.5-mm-diam-
eter heads cover only one-
fourth the surface area of
earlier probes’ 5-mm-dia-
meter heads. The devices
also offer low input capaci-
tance and a variety of fine-
pitch probe-tip accessories.

The probes and acces-
sories allow you to probe
densely populated IC

components and surface-
mount devices. The sharp,
spring-loaded probe tip
helps you keep the probe
from slipping off the de-
vice under test. Insulating
IC caps center the small
probe tip on the IC lead
and keep it from shorting
to adjacent leads. Optional
probe-tip accessories
provide specialized capa-
bilities for demanding
applications.

The probes are available
with attenuation ratios of
1-, 10-, 20-, and 100-to-1

and probe bandwidths
of dc to 35, 200, 350, and
500 MHz and 1.5 GHz. The
company’s Infiniium 9000
series oscilloscopes come
with one 500-MHz, 10-to-
1-attenuation-ratio N2873A
passive probe per channel.
These probes have an input
impedance whose resistive
component is 500�. Prices
for N2870A series probes
begin at $300.

—by Dan Strassberg
�Agilent Technologies,
www.agilent.com/find/
N2870A.
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HB LEDs (high-bright-
ness light-emitting di-
odes) lose about 17%

of their energy due to quantum
losses, such as imperfections
in the crystalline structure, or to
a “blinking” effect. To address
these problems, the University
of Rochester with help from
Kodak (www.kodak.com) and
the US Naval Research Lab
(www.nrl.navy.mil) has devel-
oped a nanocrystal that holds
promise for eliminating losses
due to blinking in LEDs, which
show up as heat, a bugbear of
solid-state-lighting designers.

“Many molecules, as well
as crystals just a billionth of
a meter in size, can absorb or
radiate photons,” says Todd
Krauss, professor of chemistry
at the University of Rochester
and lead author on the study.
“But they also experience ran-
dom periods when they absorb
a photon, but, instead of the
photon radiating away, its en-
ergy is transformed into heat.
These ‘dark’ periods alternate
with periods when the mole-
cule can radiate normally, lead-
ing to the appearance of [their]
turning on and off, or blinking.
A nanocrystal that has just ab-
sorbed the energy from a pho-
ton has two choices to rid itself

of the excess energy: emission
of light or [emission] of heat. If
the nanocrystal emits that en-
ergy as heat, you’ve essentially
lost that energy.”

Krauss and fellow research-

er Alexander Efros from the
Naval Research Laborato-
ry conclude that nanocrys-
tals normally have a core of
one semiconductor material
wrapped in a protective shell of
another, with a sharp boundary
dividing the two (Reference
1). “The new nanocrystal, how-
ever, has a continuous gradi-
ent from a core of cadmium
and selenium to a shell of zinc
and selenium. That gradient
squelches the processes that
prevent photons from radiat-
ing, and the result is a stream
of emitted photons as steady
as the stream of absorbed
photons,” they state. Krauss

refers to the new nanocrys-
tal as being a possible suc-
cessor to cheap, printable
OLEDs (organic LEDs), which
are just beginning to fi nd use
in displays despite signifi cant
drawbacks, such as short life-
times.—by Margery Conner
�University of Rochester,
www.rochester.edu.

R E FE R E N CE
Wang, Xiaoyong, Xiaofan

Ren, Keith Kahen, Megan A
Hahn, Manju Rajeswaran,
Sara Maccagnano-Zacher,
John Silcox, George E
Cragg, Alexander L Efros,
and Todd D Krauss, “Non-
blinking semiconductor
nanocrystals,” Nature
Magazine, May 10, 2009,
www.nature.com/nature/
journal/vaop/ncurrent/full/
nature08072.html.

IMEC (Interuniversity Microelectronics Center) revealed a design strategy for brain-
stimulation implants at the recent DATE (Design, Automation, and Test in Europe) con-
ference in Nice, France. IMEC researchers claim to have created a prototype multielec-
trode stimulation-and-recording probe for deep-brain stimulation, which could hold
promise for medical treatment of Parkinson’s disease. “To have a more precise stimu-
lation and recording, we need electrodes that are as small as individual brain cells,”
says Wolfgang Eberle, senior scientist and project manager at IMEC’s bioelectronics
research group. “Such small electrodes can be made with semiconductor-process tech-

nology, appropriate design tools, and advanced
electronic-signal processing.”

The IMEC group focuses on the brain-com-
puter interface between biological and elec-
tronic systems. The group designs processes,
components, and prototype microsystems for
neuroelectronic interfaces that can bidirection-
ally exchange information with neurons through
electrical mechanisms. The strategy allows for
the development of advanced brain implants
comprising multiple electrodes.

Multiphysics-modeling company Comsol supplied the finite-element modeling of the
electrical-field distribution around the brain probe using multiphysics-simulation soft-
ware. Comsol tools made it possible to investigate the mechanical and structural prop-
erties of the probe during surgical insertion and the effects of temperature. By adapting
penetration depth and field asymmetry, steering the electricity around the probe results
in precise stimulation. For an expanded write-up on this research, go to www.edn.com/
090611pc.—by Gail Flower
�Interuniversity Microelectronics Center, www.imec.be.

New “nonblinking” nanocrystals promise
increased efficiency in LED lighting

This nonblinking nanocrystal
holds promise for eliminating
losses due to blinking in LEDs,
which show up as heat (cour-
tesy Ted Pawlicki, University of
Rochester).

EDITED BY RON WILSON

RESEARCH UPDATE

IMEC DEVELOPS DESIGN
FOR DEEP-BRAIN-STIMULATION IMPLANT

A deep-brain probe using microelectron-
ics processes could stimulate and mea-
sure local areas in the brain, allowing
more precise therapy.
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received signal, but whatever bounces
off the load returns to the driver ter-
mination and dies, never to be seen
again. As a result, the receiver sees one
step edge, possibly distorted but with
no lingering aftereffects. Of all the
things that could go wrong with a cir-
cuit, this distortion is not too bad.

Figure 1 illustrates an equivalent-
endpoint circuit that defines the na-
ture of instantaneous signal distortion
at the receiver. The equivalent cir-
cuit comprises two components: a se-
ries resistance equal to the line imped-
ance, and a shunt capacitance repre-
senting the input capacitance of the
receiver (Reference 1).

The RC lowpass filter thus formed

disperses the input rise time. It also
delays the signal’s time of arrival by
an amount equal to the group delay of
the filter, in this case Z0CIN.

If your native signal rise or fall time
is much faster than Z0CIN, then the fil-
ter slows the signal edge to the point
where it mimics the filter step re-
sponse—a nice, clean rising edge with
a 10 to 63% rise time of Z0CIN. If, on
the other hand, your native signal rise
or fall time is slower than Z0CIN, the
filter has little effect. If you look close-
ly, however, you will see that the fil-
ter delays the time of arrival of the sig-
nal’s midpoint by the amount Z0CIN.

In Figure 1b, a parallel combina-
tion of the transmission line and the

end termination feeds the capacitive
load. If the end termination is prop-
erly set equal to Z0, the parallel com-
bination must be less than Z0, so the
load in this case responds more quick-
ly, causing less distortion than in the
series-terminated case.

If the PCB (printed-circuit-board)
trace delay is longer than the signal’s
rise or fall time, the effective imped-
ance at the end of the trace, which
you measure on a scale of time com-
mensurate with one rising or falling
edge, equals simply Z0. In that case,
the parallel impedance driving the ca-
pacitor is (½)Z0, and the time con-
stant associated with the RC filter-
ing effect is (½)Z0CIN, half that of the
series-terminated case. On the other
hand, if the PCB trace delay is shorter
than the signal rise time, the effective
impedance at the line’s end decreases
as it becomes a mixture of the driver
and the line impedances, even further
reducing the time constant.

The good news is that end termina-
tions respond quickly. The bad news is
that the capacitive load degrades the
performance of the end termination.
Upon receipt of each signal edge, the
degraded termination reflects a short
pulse back toward the driver. The driv-
er has no termination, so it reflects the
pulse a second time. The end of the
line thus receives an initial distorted
signal edge followed one round trip
later by a small reflected pulse.

When signal timing fidelity is of ut-
most importance, the end-terminat-
ed architecture provides the least rise-
time dispersion and variation in tim-
ing in response to variable load capac-
itance. In exchange for its improved
short-term response, the end termina-
tion suffers the possibility that round-
trip reflections will interfere with sub-
sequent bits.EDN

R E FE R E N CE
Johnson, Howard, “Driving-point

impedance,” EDN, May 14, 2009,
pg 12, www.edn.com/article/
CA6656309.

BY HOWARD JOHNSON, PhD

Endpoint distortion

,,
S I G N A L  I N T E G R I T Y

F
igure 1a and Figure 1b depict two common transmission-line
scenarios: series termination and end termination, respec-
tively. Both drivers are fast with negligible series output resis-
tance. The capacitive loads represent the input capacitances
of the CMOS receivers. In the series-terminated case, a step
edge from the driver proceeds to the right, interacts with the

load, and reflects back toward the driver. The capacitive load may cre-
ate a strange-looking reflection, and it may distort the appearance of the

Figure 1 All PCB nets suffer endpoint distortion. Two common transmission-line
scenarios are series termination (a) and end termination (b).
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The idea promises to unleash new
ways of using PCs with mobile devices
and with storage. With application-level
throughput approaching 400 Mbytes/sec
and the ability to simply plug anything
from a flash drive to 3m of USB cable
into a host, users could link PCs and
netbooks, quickly dump the contents of
huge flash drives, or easily transfer HD
(high-definition) video between devices.
They could even create their own exter-
nal storage networks (Figure 1). This
promise of speed and flexibility, however,
carries the seeds of a difficult challenge
for chip, board, and system designers.

 S
uper-speed USB (Universal Serial Bus) 3.0
sounds like a great idea. Just start with widely
used, fast, and bulletproof USB 2.0 and graft
in the PHY (physical-layer) interface from
another common and reliable standard, PCIe
(peripheral-component-interconnect express)
Generation 2. Put two differential pairs into
the USB connector to carry the high-speed
serial signals from the Generation 2 PHY, and

you have a rugged, flexible, inexpensive interface that can operate
at 5 Mbps over consumer-priced cables and connectors with inter-
faces cheap enough to drop into a flash drive.

USB 3.0: A SIMPLE IDEA
FULL OF CHALLENGES
COMBINING 5 GBPS WITH THE CONVENIENCE OF USB SOUNDS LIKE
A SURE WIN, BUT MANY ISSUES ARE HIDING BEHIND THE PREMISE.

BY RON WILSON • EXECUTIVE EDITOR
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“The concept of simply using a PCIe
Gen 2 PHY in a USB controller is
appealing,” observes Mike Pennell, vice
president of engineering at fabless-semi-
conductor supplier SMSC (Standard
Microsystems Corp). “But you have to
remember that, although the USB 3.0
PHY is based on the PCIe Gen 2 PHY,
the media over which the two control-
lers must send data are very different.
USB lives in a much more challenging
world than [does] PCI.”

Navraj Nandra, director of product
marketing at Synopsys, explains further:
“The similarity between PCIe Gen 2
and USB 3.0 stops at the speed,” he says.
“They both run at 5 Gbps. PCIe has to
successfully work over only 20 inches of
carefully designed PCB [printed-circuit
board].”

Pennell says that the connection
between a USB 3.0 host controller and
a device controller could be far more
complex than just using FR (fire-
retardant)-4 material. The connec-
tion would include several inches
of PCB, a connector pair, a short
pigtail running to the host’s enclo-
sure, another connector pair at the
back of the enclosure, the 3m cable,
another connector pair on the back
of the target device, another pigtail,
and another PCB. All together,
those components make up a highly
attenuating channel full of opportu-
nities for strong reflections, and it is
highly variable.

People don’t often discuss the
variability issue in USB, but it
becomes hugely important at speeds
of 5 Gbps, according to Nandra.
“Even at USB 2.0, some certified
USB cables are better than others,”
he warns. “Even wonderful, $50
cables can degrade over time. We
have already at the relatively low
speeds of USB 2.0 seen poor cable
performance impact the perform-
ance of the PHY. And, at 3.0, the
problem will be much worse.”

Cable experts agree that vari-
ability is an issue. Peter Smyth,
chief executive officer of active-
cable vendor RedMere Technol-
ogy, points out that you can make
a USB 3.0 cable good enough to
meet the specifications. Doing so
also requires tight manufacturing

controls, which cost a lot of money,
however. And, even with the best con-
trols and within a production run, cables
can vary significantly. Then there is the
problem of those pigtails, which no one
seems to notice much. “That pigtail that
runs from the PCB to the back of the

box is typically just awful,” says Smyth.
System designers may find that they
have used up most of their eye open-
ing just getting to the back of their own
boxes. And, because cables that consis-
tently meet the 3.0 specification will be
expensive to manufacture, the door will
be open for counterfeit cables. So chip
and system designers both must assume
the worst—mediocre board design, poor
pigtails, cheap connectors, counter-
feit cable, and even a wire-bond pack-
age for the PHY—when planning their
approaches to the new standard.

Unfortunately, successfully pumping 5
Gbps through a messy channel isn’t the
only problem. The channel is also highly
variable. One minute, a port could have
a thumb drive plugged into it, and, the
next minute, someone could plug 10 feet
of cable into a cage full of disk drives. So
the PHY must be flexible. Just to make
matters more interesting, USB 3.0 will

start out expensive, but, by 2011,
it will probably be standard in
netbook computers and hand-
held consumer products, such as
cameras, media players, and flash
drives. The interface must have a
migration path to becoming low
cost, meaning that it will require
an advanced process node. And—
because a flash drive, to name one
technology, draws its power from
the USB cable itself—the inter-
face must be low enough in power
to allow cable-powered opera-
tion. The USB 3.0 standard will
allow a device to draw as much
as 900 mA during operation, but
it must draw no more than 150
mA before configuration. That
limitation itself demands a well-
studied power-management strat-
egy at the chip level, which the
system designer must understand
in detail. All of these issues rep-
resent significant departures from
the requirements that spawned
PCIe 2.0.

CREATING A PHY
Much of the responsibility for

getting a data stream through the
travails of a USB 3.0 channel will
fall on the transmitter pre-emphasis
circuit and, especially, the receiver-
equalization circuit. Interestingly,

USB 2
PHY

USB-CONTROLLER INTERFACE

SATA II CONTROLLER

USB SUPER-
SPEED

PHY

SATA II
PHY

ARM7
MICRO-

CONTROLLER

MEMORY
SUBSYSTEM

USB PORT

HIGH-SPEED/
FULL-SPEED
480-MBPS
SIGNALS

SUPER-SPEED
6-GBPS

SIGNALS

1.5- OR 3-GBPS
SATA II PORT

Figure 1 As USB 3.0 interfaces appear in mobile PCs,
adapters such as this TI USB-to-SATA bridge will also
show up.

AT A  G LAN CE
USB (Universal Serial Bus) 3.0

brings 5-Gbps speed to USB by
blending USB with a PHY (physical-
layer) interface it derives from PCIe
(peripheral-component-interconnect
express) Generation 2.

Combining USB with PCIe
Generation 2 presents significant
design challenges.

System designers may have
difficulty distinguishing a great PHY
from a poor one.
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the 3.0 specification appears to leave the
design of these two blocks up to the chip-
design team. “One of the big differences
between PCIe Gen 2 and USB 3.0 is that
the PCI document specifies an eye-dia-
gram template at the receiver input,” says
Synopsys’ Nandra. “You have to get the
signal there at a specified quality. But,
in USB 3.0, the eyes can be so closed by
the time the signal gets through the cable
that there is no opening to put a tem-
plate into. So, instead, the 3.0 document

specifies an eye-diagram template at the
output of the equalizer, not at the input
to the receiver.”

One of the greatest differences be-
tween PCIe Gen 2 PHYs and USB 3.0
PHYs will be in the receiver-equaliza-
tion circuit. Many designers expect the
quality of this block to be a major differ-
entiator in the market, for PHY-IP (in-
tellectual-property), chips, and the sys-
tems that use them. The equalizer must
be both powerful in its action and adap-

tive. Otherwise, a PHY would be unable
to handle the range of channel condi-
tions that USB can throw at it. As an
adaptive equalizer, this circuit will re-
quire a training sequence to lock onto.
Yet, the equalizer must be low in power
and compact to meet the needs of con-
sumer-product applications. Those chal-
lenges are formidable.

Also, although PCIe Gen 2 is a fully
synchronous interface, Nandra points
out, USB 3.0 requires that the PHY
use a spread-spectrum clock in a way
that makes the transmitter and receiver
essentially asynchronous. The receiver
CDR (clock- and data-recovery) circuit
must recover the transmitting clock
without having access to the spread-
spectrum signal that modulated it. “That
requires a very elastic CDR,” observes
SMSC’s Pennell.

Such issues will make previous expe-

rience with PCIe Gen 2 a real asset for
chip designers. “If a design team has
really understood PCIe Gen 2, then
they can adapt about 90% of their work
to USB 3.0,” says Scott Kim, manager
of business development at Texas Instru-
ments. Yes, the equalizer will need beef-
ing up, but much of the circuitry will
remain the same. For example, getting
5-Gbps performance from the PHY
requires a careful trade-off between deep
pipelining to meet throughput require-
ments and limited latency to meet bus
timing.

Kim also emphasizes the importance
of experience with power management.
“The first step is to run all the circuits
as slowly as possible to conserve energy,”
Kim says. “For instance, you have to
keep the receiver listening for the LFPS
(low-frequency-periodic-signaling) traf-
fic so that you know when to wake up.
But that [requirement] doesn’t mean you
have to run the whole receiver at full
speed. We’ve figured out a way to filter
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WHY DO WE NEED A 5-GBPS USB?
Why would most USB (Universal
Serial Bus) users today even want
so much speed in a USB link?
After all, USB is supposed to pro-
vide fl exibility and convenience for
using mice, printers, fl ash drives,
and the like. Consider fl ash drives,
however. Capacity for the largest
thumb drives has soared into the
gigabytes, so transferring a signifi -
cant portion of the contents of one
of these drives through USB 2.0
can be a painful task. Meanwhile,
marketers point to the supposed
emergence of the home-media PC,
with its enormous data fi les—think
entire HD (high-defi nition) mov-
ies—and network-attached storage.
Having a 5-Gbps version of USB
would allow most home-media
users to simply plug their external
drives into their USB ports and
not worry about the mysteries of
SATA (serial-advanced-technol-
ogy-attachment) or storage-area
networks.

Also, forecasters expect a huge
growth over the next few years
in netbook computers and other
mobile computing, Web-accessing,
and media-gulping devices. Today,
about the only option for creating
a high-speed link between such a
mobile device and your home PC
is to set up a home network, com-
plete with the hardware hassles
and administration problems. A
single USB cable would be a much
simpler approach. And compa-
nies such as PLX Technology are
working on protocols for using

SuperSpeed USB as a virtual net-
work between computers.

Jimmy Chou, director of market-
ing for storage and USB products
at PLX Technology, forecasts that
consumer PCs will be the early
adopters of USB 3.0, with discrete
PHY (physical-layer) chips going
into notebooks early next year. A
lot of notebook vendors have such
designs under way now, he sug-
gests. Meanwhile, other sources
suggest that makers of handheld
devices that trade in large data
fi les, such as videocameras and
movie players, may be on a similar
time line.

A big milestone will arrive when
Intel, in about 18 months, releases
a south-bridge chip with inte-
grated 3.0. With that announce-
ment, momentum should grow
until 3.0 has become universal by
mid-2011, according to forecasts.
Predictably, the fl y in the oint-
ment may be software. Chou says
that the host-side driver for 3.0
is about an order of magnitude
more complex than the device-side
driver. Device vendors will also
have to supply some code to the
host to execute with the resident
host driver. Microsoft does not
plan to release any host driver for
3.0 before the Windows 7 service-
pack 1, according to industry talk.
So, it may turn out that, for all the
added hardware complexity that
USB 3.0 is imposing on chip ven-
dors, the real delay may be in just
getting the drivers right.

THE FIRST STEP IS TO
RUN ALL THE CIRCUITS
AS SLOWLY AS
POSSIBLE TO CON-
SERVE ENERGY.
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LFPS while running at very low power.”
Kim also cites TI’s extensive low-power-
design method, which now routinely
includes clock gating and power gating.
Such techniques allow designers to run
the transmitter-pre-emphasis circuit at
varying power levels, depending on the
needs of the channel. Similarly, Synop-
sys 3.0 IP will reduce receiver-equalizer
power to just the level the circuit needs
for the required equalization.

All of these challenges represent a
substantial investment, in both design
and testing, according to Jimmy Chou,
director of marketing for storage and
USB products at PLX Technology. PLX
has the benefit of an established pres-
ence in both USB 2.0 and PCIe Gen
2, but Chou says that the engineering
investment was still substantial. In addi-
tion to the usual costs of chip design, he
says, the company has spent about a year
and a half in the lab testing and validat-
ing its PHYs, especially the equalizer
algorithms.

LEGACY TROUBLES
One of the serious implementation

challenges with USB 3.0 turns out to be
the requirement that the PHY operate
simultaneously in both legacy USB 2.0
mode and 3.0 mode. Most design teams
have looked at the problem and con-
cluded that the best approach is to sim-
ply drop a commodity USB 2.0 PHY-IP
block into the design next to the newly
designed 3.0 hardware. TI, for example,
takes this approach, and most IP ven-
dors will probably also do so. The cell
exists in their libraries, so why not just
use it? According to Synopsys’ Nandra,
however, there are good reasons not to.
At the layout level, you can combine
the digital portions of the two PHYs and
save some real estate. With cleverness,
you can also reduce the pin count of the
block and the frontage on the perimeter
of the die. More important, according to
Nandra, is the fact that a lot of signals
must pass between the 2.0 and 3.0 PHY
devices during operation. It may be
unwise to expose these internal signals
to the chip designers who don’t know
the details of USB 3.0 operation.

Nandra also worries about crosstalk
when both 2.0 and 3.0 modes are in
simultaneous operation. He points out
that, if you are using a continuous-time

linear equalizer, turning up the gain on
the equalizer won’t help because doing
so amplifies not just the signal, but also
the crosstalk. So you may have to imple-
ment active crosstalk-suppression cir-
cuitry for simultaneous operation.

With complex channels varying in
characteristics, power and cost con-
straints, legacy compatibility issues,
and some lingering questions about the
robustness of the standard, USB 3.0 is
not a walk in the park. Given the range
of applications (see sidebar “Why do we
need a 5-Gbps USB?”) and the momen-
tum behind the standard, however, IP
and chip vendors will support the effort.
They will present system designers with
a variety of choices with different price
and power points.

It may prove exceedingly complex
for system vendors to determine exactly
what kind of performance they are get-
ting for their dollar and their milliwatt,
however. Extensive testing with board
layouts, different lengths and qualities
of cabling, and varying connector qual-
ity may be the only way to tell the really
top-quality PHY, which can deliver
consistently high data rates and low bit-
error rates, from the bargain-basement
PHY, which will work well only under
ideal conditions.EDN
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Bill Drago, a test engineer at L-3 Com-
munications’ Narda Microwave East
(www.nardamicrowave.com/east), sup-
ports production of RF amplifiers, down-
converters, upconverters, and transceiv-
ers that operate in the C through Ka
bands. These products often remain in
production for years, which is the reason
that Drago is unable to take advantage
of features in newer test equipment that

can automate many of the measurements
he needs to make. He developed his tests
before such automation was available,
and he needs all of his test instruments to
continue to follow identical procedures.
Thus, he has written software that per-
forms automated measurements, such as
amplifier gain, 1-dB compression, IMD
(intermodulation distortion), return loss,
spurious noise, and noise figure. Accord-

ing to Drago, spurious-noise testing is
important. “Downconverters and upcon-
verters mix an input signal with a local
oscillator,” he says. “The converter’s lo-
cal oscillator must be tuned to customer
specifications within a certain range and
step size. The converter needs a frequen-
cy synthesizer that’s programmable with
specified steps over its frequency range.
The frequency synthesizer can’t intro-
duce any spurs into the converter, so we
must test for that.”

To measure spurious noise, Drago uses
an Agilent Technologies (www.agilent.
com) spectrum analyzer to perform a fre-
quency sweep through an approximately
1-GHz band around the carrier. He usu-
ally breaks that sweep into a number
of smaller sweeps, each comprising 601
frequency points. Each step might be a
few kilohertz wide. If Drago were to use
one large sweep, its step size and the in-
strument’s resolution bandwidth would
be too wide and might miss a spur. He
adjusts sweep span and resolution band-
width so that spurs don’t fall between
the points in a sweep. Using a number of

MANY TEST ENGI-
NEERS SIDESTEP THE

BUILT-IN CAPABILI-
TIES IN TODAY’S RF-

TEST EQUIPMENT
AND DEVISE THEIR

OWN ALGORITHMS,
APPLICATIONS, AND

AUTOMATED TESTS.

BY MARTIN ROWE • SENIOR TECHNICAL EDITOR, TEST & MEASUREMENT WORLD

 T
esting of RF devices, such as amplifiers and RFICs
(radio-frequency integrated circuits), can be
tedious work. Such devices work over a wide range
of frequencies and power levels, and they must
meet specifications over temperature and power-
supply ranges. Testing for all of those conditions
can generate loads of data. Fortunately, automa-
tion can cut test time and help you make sense
of all that information. You may have a spectrum

analyzer, a network analyzer, or a power meter with features that
can improve testing, but you may be unable to use the instrument
if you must maintain compatibility with older models. If you’re test-
ing leading-edge RF products, your test equipment may lack the
necessary dedicated features, and you’ll have to develop your own.

RF ENGINEERS
AUTOMATE TESTS
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smaller sweeps is also faster than a sin-
gle sweep for the bandwidth that Dra-
go needs. He notes that a single sweep
could take as long as an hour, depending
on resolution bandwidth and frequency.
Furthermore, smaller sweeps can reveal
failures sooner than waiting for a large
sweep to complete.

Although some of Drago’s spectrum

analyzers have built-in test applications
for measuring spurious noise, he doesn’t
use them, because not all of his spec-
trum analyzers have that function. If he
were to use that feature, he might not
have a replacement instrument for the
production line should that instrument
fail. Instead, he wrote his own applica-
tions, and, by keeping the test applica-
tions outside the instrument, he can use
any spectrum analyzer that’s available.

Drago has written several other test
programs, including one that measures an
amplifier’s 1-dB compression point. He
builds this test into some of
his VNAs (vector-network
analyzers). The algorithm
uses a binary-search process,
similar to the type that SAR
(successive-approximation-
register) ADCs use. He
starts with an input signal
from an Agilent RF-signal
generator that’s the highest
possible value for the am-
plifier under test. He then
measures output power with
an Agilent RF-power meter.
If the output signal is com-
pressed by more than 1 dB, he cuts the
input signal in half and then increases it
or decreases it by half of that value un-
til he finds the 1-dB compression point
(Figure 1).

FINDING HARMONICS
Michael Ford is a test engineer at

Comtech PST (www.comtechpst.com),
a manufacturer of RF amplifiers that op-
erate at 500 MHz to 6 GHz at power lev-
els of 100W to 10 kW. Ford’s typical test
station contains an RF-signal generator,
a spectrum analyzer, a network analyzer,
a power meter, and RF switches (Figure
2). A USB (Universal Serial Bus) digi-
tal-I/O module from Measurement Com-
puting (www.measurementcomputing.

com) controls the RF switches. The
amplifiers mount on an environmental
plate that changes their temperature.
The test station measures gain, output

power, harmonic distortion, IMD, effi-
ciency, spurious noise, and harmonics.

On occasion, Ford uses an instru-
ment’s built-in functions. For example,
he might measure spurious noise with an
Agilent spectrum analyzer’s built-in ap-
plication. But he also writes his own ap-
plications to make those measurements if
his instrument doesn’t have that feature.
Ford supports both engineering and pro-
duction. When making measurements
for engineering evaluations, he uses
built-in functions, such as spurious noise
and harmonic analysis. For production,
Ford always uses his own software rou-
tines. “We write our own routines using
a modular format because it lets us use
equipment from multiple vendors, such

as Agilent or Rohde & Schwarz [www.
rohde-schwarz.com]. We use the same
test routines and just change instru-
ment-command libraries.” For example,
his routine for spurious-noise measure-
ments works with spectrum analyzers
from either manufacturer.

Ford’s routines for measuring har-
monics of a carrier frequency use vari-
ables for parameters such as center fre-
quency, span, resolution bandwidth, and
video bandwidth. After receiving those
parameters, the routine runs sweeps at
multiples of the carrier frequency to find
the power of its harmonics. The results
go to a spreadsheet for analysis.

CELLULAR NETWORKS
Although Drago and Ford must sup-

port products that remain in production
for years, engineers developing tests for
RFICs face different problems and have
different reasons for not always using
an instrument’s automation features.
Joe Flynn is a staff engineer at fabless-
semiconductor company Sequoia Com-

munications (www.sequoia
communications.com). He
evaluates RFICs that sup-
port several cellular-wireless
standards (Reference 1). He
has developed several test
stations for evaluating the
devices. “We characterize
transceivers for gain, noise
figure, IMD, cross-modula-
tion, and EVM [error-vector
magnitude],” he says. Flynn
also develops his own auto-
mation tools, but measure-
ment speed is the critical

feature in choosing equipment. Because
RFICs transmit and receive modulat-
ed signals, Flynn’s test stations include
spectrum analyzers for characterizing
frequency content, and they include
modulation analyzers for characteriz-
ing modulated content. Figure 3 shows
a system that tests the receivers in Se-
quoia’s ICs. The receiver test bench lets
Flynn evaluate how a receiver performs
in the presence of undesired blocking
signals, such as those from simulated
cellular base stations, other cell phones,
and broadcast-radio stations.

As part of the blocking-signal test,
Flynn must measure SNR (signal-to-
noise ratio) over a frequency range of 100
kHz to 12.7 GHz in 200-kHz steps. That
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Figure 1 A binary-search algorithm finds an amplifier’s 1-dB compres-
sion point (courtesy L-3 Communications).
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AT A  G LAN CE
Testing over temperature and

power-supply ranges can generate
lots of information, and automation
can help you make sense of it.

Engineers may or may not use
an instrument’s built-in functions,
depending on the needs of both
their customers and the design
teams within their companies.

GPIB (general-purpose-inter-
face-bus) communications are good
for sending a series of short com-
mands, whereas Ethernet works
with the logic analyzer to collect
data on digital-baseband signals.

With loop-back testing, a
manufacturer can wirelessly test a
Bluetooth product as it moves along
a production line.

�

�

�

�

edn090601df2_id  21edn090601df2_id  21 5/26/2009  4:10:20 PM5/26/2009  4:10:20 PM



task takes approximately 60,000 mea-
surements per channel, and the RFIC
has 1300 channels over seven frequen-
cy bands. An SNR test generates loads
of measurement data, and it’s just one
of many tests that Flynn must run on a
preproduction lot of parts. To help an-
alyze the data, Flynn developed a data
converter that produces data plots. The
tool lets him use production-test-analy-
sis tools to view engineering data. For
example, he might want to see the dis-
tribution of parameters, such as gain,
return loss, and current consumption
across the 100 parts in a preproduction
run. “When we look at the data, we get
a feel for how production parts will be-
have,” he says.

Sequoia also developed an in-house
Visual Basic Web-based tool that ma-
nipulates the bench-characterization
data. The tool uses .netCharting (www.
dotnetcharting.com) software to cre-
ate some 1200 data plots on the parts.
“When we have a test review, the tool
lets us find any out-of-spec measure-
ments,” he says. The tool lets him select
data parameters to plot and refine the
data by selecting certain test conditions.
For example, it lets him look at receiver
gain and noise figure versus temperature
or power-supply voltage.

Because he must make so many mea-

surements, speed is key for Flynn when
he selects a spectrum analyzer and devel-
ops a test method. To cut measurement
time, he uses two Agilent MXA spec-
trum analyzers, one each for a receiver’s
in-phase and quadrature channels. The
instruments are frequency- and phase-
locked, which synchronizes the mea-
surements. He then optimizes resolution
bandwidth and sweep time to minimize
test time: “When I started, a single SNR
measurement on one channel at one

blocker frequency took about a second.
Now, I make each measurement in 18
msec.” Flynn also learned how to mini-
mize test time by using both LAN (lo-
cal-area-network) and GPIB (general-
purpose-interface-bus) communications.
Most instruments in the test system use
GPIB because, according to Flynn, “You
can’t beat GPIB when sending a series of
short commands. The overhead needed
to use Ethernet is apparent only when
transferring large blocks of data.” Thus,
he uses Ethernet for the logic analyzer,
which collects data on digital-baseband
signals. He also uses a dedicated GbE
(gigabit-Ethernet)-LAN card to avoid
packet collisions between the test equip-
ment and the corporate network. He us-
es three GPIB cards to cover all of the
test equipment.

MIX AND MATCH
CSR (www.csr.com) is a fabless-semi-

conductor company that develops wire-
less-communication RFICs for PANs
(personal-area networks), such as Blue-
tooth and Wi-Fi. James Blackwell, who
heads the company’s applications-engi-
neering group, helps customers evalu-
ate CSR’s RFICs and develop products
based on the company’s devices. CSR
engineers use a mixture of in-house and
purchased test equipment, usually start-
ing with in-house testers. “Because we’re
often on the leading edge,” says Black-
well, “we have to develop our own test
suites until the test-equipment compa-
nies catch up.” One example is a Blue-
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Figure 2 A typical automated tester for RF amplifiers uses a power meter, a spectrum
analyzer, a network analyzer, and a signal generator (courtesy Comtech PST).
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Figure 3 An RFIC-test station for testing receivers uses two GPIB cards and a LAN
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tooth tester for performing loop-back
tests. Blackwell notes that the Blue-
tooth specification defines a loop-back
test in which the tester wirelessly con-
trols the DUT (device under test). With
loop-back testing, a manufacturer can
wirelessly test a Bluetooth product as it
moves along a production line.

When CSR’s engineers several years
ago developed a Bluetooth RFIC, en-
gineers had to build their own RF-test
system using RF-signal generators, spec-
trum analyzers, and vector-signal analyz-
ers. They used The MathWorks’ (www.
mathworks.com) Matlab scripts to con-
trol the instruments, process the data,
and produce test reports. In a loop-back
test, the tester commands the DUT to
produce a 2.405-GHz tone with a speci-
fied modulation signal, for example. The
tester measures as many as 20 parameters,
such as peak and average transmitted RF
power. It also performs receiver tests,
such as sensitivity and bit-error rate.

Some Bluetooth devices transmit at
controlled power levels, so the DUT
must operate in steps in its power table

while the tester measures differences in
power. It also measures frequency toler-
ance and drift. A test of the frequency
response of the DUT’s modulation filter
uses 10101010 and 11110000 bit pat-
terns. Over time, test-equipment mak-
ers developed Bluetooth testers, and
CSR was able to use them. Today, the
company’s engineers use Bluetooth tes-
ters from Rohde & Schwarz, Agilent,
and Anritsu (www.anritsu.com). CSR
has all three instruments, so the engi-
neers always have one that their cus-
tomers use. That requirement is crucial
when an engineer needs to reproduce a
customer’s test.

CSR engineers didn’t immediately
switch to a dedicated Bluetooth tes-
ter. “We work with the test-equipment
manufacturers to develop test applica-
tions for their equipment,” Blackwell
explains. “But sometimes we must wait
for a second or third generation of a
tester before we can use it. Even after
we adopt a commercially available tes-
ter, we may still use our own test suites
for certain tests.” Blackwell notes that

dedicated Bluetooth testers may per-
form some tests faster or more accu-
rately than CSR’s in-house testers, but
the company’s engineers still use the in-
house tester when they feel that it per-
forms the tests better than a dedicated
tester can.

TEST COMPANIES RESPOND
Despite the best efforts of test-equip-

ment manufacturers, some engineers
still often find that they need to develop
their own test algorithms. Test-equip-
ment makers point out that some tests
require application software in the in-
strument to perform a test because you
need real-time results.EDN
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Rowe, Martin, “The RFIC evaluator,”

Test & Measurement World, March
2009, pg 9, www.tmworld.com/article/
CA6639373.

A version of this article appeared in the
April 2009 issue of Test & Measurement
World.

Get Practical Answers To Your 
Most Important Power Questions
View Online NOW!

PO  ER
TECHTORIALS™

Vicor's PowerTechtorial Series concentrates 
on important, real-world technical issues 
in power system design.

Questions, posed by power designers worldwide, 
are answered through concise, expert instruction. 
Each techtorial, on vicorpower.com or on CD, is 
accompanied by relevant technical articles and 
application notes. 

Gain access to view an ever-growing number 
of Vicor PowerTechtorials. You'll be informed 
as each NEW techtorial becomes available. 
As always, technical assistance with your power
system design is there, worldwide, from 
Vicor Applications Engineering at 800-927-9474.

View Online Now at 
vicorpower.com/promotions/powertech_series

Electromagnetic Interference:
How to Get the Lowest Noise

Thermal & Mechanical Considerations

Input Overvoltage Protection

Improving Output Filtering

Vicor DC-DC Converter Theory Overview

NEW

NEW

NEW

1

edn090601df2_id.indd  23edn090601df2_id.indd  23 5/27/2009  11:40:21 AM5/27/2009  11:40:21 AM



MULTIPROCESSING 
OPTIONS

edn090601cs_id 24edn090601cs_id   24 5/27/2009 12:49:51 PM5/27/2009   12:49:51 PM



A GOOD PROCESSOR TAXONOMY HELPS YOU UNDERSTAND PROCESSING ARCHITECTURES’ 
SWEET SPOTS. YOU SHOULD PROBABLY LOOK AT MULTICORE OPTIONS IN THE SAME WAY.

of every processor. Differences in implementation 
details within a processor category become differentia-
tors with a much shorter list of candidates as a result. 
Categorizing processors in this way allows different ver-
sions of each type of processor, such as low-power DSPs 
and microcontrollers, to use the same implementation 
techniques without letting that implementation fea-
ture confuse what the target is. This issue is one of the 
points of confusion affecting a contemporary multicore 
taxonomy.

Another point of confusion is that the term multi-
core has a different meaning depending on who is us-
ing it. One use of the term describes multiple proces-
sors within a system. Another use constrains the mul-
tiple cores to one package, and yet another usage fur-
ther constrains the multiple cores to one die. People 
also use the term to refer to identical cores or heteroge-
neous cores in each of these contexts. These usages fail 
to converge on one meaning, even though these differ-
ences, in many cases, are basically transparent to the 

software-development effort. This article uses the loos-
est interpretation of multicore because a chip-level im-
plementation today was a board-level implementation 
yesterday, and that difference does not change how you 
build the software. Less transparent to the software-de-
velopment effort, however, is the application domain; 
each type of processing, most of which the single-core 
taxonomy captures, requires different analysis and pro-
gramming knowledge, and different tools and libraries 
serve them.

Some multicore processors place their primary fo-
cus on performance by stating how many cores they 
support, how much bandwidth they can handle, and 
whether they support SMP (symmetrical-multiprocess-
ing) and AMP (asymmetrical-multiprocessing) con-
figurations. As relevant, they also disclose informa-
tion about coherency mechanisms, shared-data per-
formance, multithreading support, operating-system 
support, and the ability to balance workloads between 
cores. You may have to infer the target application and 
the favored trade-offs from the information the vendor 
offers.

In contrast, some multicore offerings, similar to sin-
gle-core offerings, place their primary focus on iden-
tifying their target application, which is often digital 
media, networking, wireless infrastructure, and servers. 
They then get into the implementation details, such as 
coherency or processor interconnects, to differentiate 
them from other similar multicore offerings. However, 
multiprocessing is not limited to this short list of appli-
cations. Embedded-system designers have for decades 
been quietly and successfully implementing multicore 
designs. To understand how a more-inclusive multicore 
taxonomy might look, you should explore a taxonomy 
for single-core architectures and how you might extend 

V
endors categorize single-pro-
cessor architectures by the 
types of applications they 
target. For example, micro-
controllers, DSPs, network 
processors, and DSCs (digi-
tal-signal controllers) employ 

different implementations to meet the needs 
of their target domains. Classifying proces-
sors at this top level enables designers to 
quickly identify candidate processors with-
out delving into the implementation details
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it to incorporate multicore offerings.
Each of the single-core processor ar-

chitectures available best fits into a
sweet spot of processing complexity
(Figure 1). Although each type of pro-
cessor can perform other types of pro-
cessing, they are best at the type of pro-
cessing that the target needs the most.
The proposed primary characteristics
for mapping each processing sweet spot
are computational load and number of
states, or contexts. Both of these char-
acteristics are measures of complexity.
Computational load can indicate the
peak magnitude, total amount, or sus-
tained amount of processing perform-
ance the system needs within a system
cycle. The number of states can indicate
internal system states, number of system
inputs and outputs, or a level of possible
states or contexts that the system must
support. The reason for proposing loose
definitions for these characteristics is
to rein in complexity and accommo-
date the range of processing scenarios
that include managing scalar data or
control flows, managing aggregate data
or control flows, and managing many
channels of scalar or aggregate data or
control flows. Each of these character-
istics is implementation-independent
and permits an orthogonal differentia-
tion for each type of processor. Each of
these processor types evolved over time

at different rates, and each trades one or
more measures of performance to max-
imize one or more other measures of
performance.

SWEET SPOTS
Microcontrollers are specialized pro-

cessors that offer a cost and power-effi-
ciency advantage at the expense of flex-
ibility and processing performance. They
provide a cost advantage by incorpo-
rating memories and peripherals in the
same package. They provide a power-
consumption advantage partly because
they support lower clock rates and partly
because they implement only the mini-
mum set of circuitry to perform control
processing. If a design needs the flex-
ibility of a larger or a smaller memory,
different peripheral set, or higher clock

rate, the design must swap out the pro-
cessor for another. To accommodate this
change, processor vendors offer families
of devices with many variations of the
same microcontroller that include differ-
ing amounts of memory, peripheral sets,
and supported clock rates so that devel-
opers can realize the best cost and power
efficiency without losing flexibility.

The processing sweet spot for micro-
controllers is systems that must re-
spond—often deterministically—to ex-
ternal real-world events, such as for mo-
tor control, with tight latency require-
ments. Microcontrollers are capable of
rapid, frequent, and prioritized context
switching; they usually can also handle
many different contexts. A common
differentiation for handling context
switching includes employing special-
ized hardware-interrupt processing that
can sense and react to external events
and change the microcontroller’s inter-
nal context within a few clock cycles.
Alternatively, the system can avoid con-
text-switching overhead by using pe-
ripheral-to-peripheral communication
coprocessors that are independent of the
processor core. Some microcontrollers
differentiate for deterministic operation
by not using caches or pipelines, so as to
avoid the uncertainty from stalls during
cache misses or pipeline flushes.

Microcontroller suppliers differenti-
ate their devices with features such as
vertically appropriate peripheral sets,
on-chip memories, a range of clock
rates, packaging options, power-man-
agement options, deterministic opera-
tion, and development support. Because
projects that include microcontrollers
are often cost-sensitive, it is important
to include only the necessary peripher-
als and amount of on-chip memory to
complete the project. To support high-
er clock rates, microcontroller suppli-
ers can employ many techniques, such
as wide data buses, to mask the access
latency to on-chip flash memory. Some
of these approaches focus on burst/peak
performance versus sustained perform-
ance before encountering a wait state.
Power management is common in mi-
crocontrollers with many ways to imple-
ment sleep and low-power modes that
have varying granularity for turning off
parts of the processor’s resources. Each
of these differentiations is an example
of implementation details that do not

FEW STATES

MORE STATES

MANY STATES

LESS
COMPUTATION

MORE
COMPUTATION

MICROPROCESSOR

DSC

MICRO-
CONTROLLER

DSP FPGA

ACCELERATOR/
COPROCESSOR

Figure 1 This taxonomy mapping highlights processing sweet spots of mainstream
processing architectures and how embedded developers can combine them to comple-
ment each other and cost-effectively cover the range of an application’s processing
requirements.
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Processing architectures choose

optimization preferences that target
a processing sweet spot.

Each type of processing has its
own development ecosystem.

Focusing on functional capabili-
ties enables stakeholders to con-
verge their efforts to evolve their
type of processing.

Multicore discussions should
expand beyond digital media, net-
working, and server applications.
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change the primary function of the mi-
crocontroller but enable it to compete
with other microcontrollers.

Software development with micro-
controllers often involves open- or
closed-loop control algorithms as well as
filtering of real-world inputs. Microcon-
trollers are common in board- and sys-
tem-level multicore embedded designs
in which they find use in distributed or
periodic system monitoring, distributed
control, management of simple user in-
terfaces, and even low-power-superviso-
ry functions to power up and down more
expensive parts of the system. They are
also present in some multicore chips
alongside a DSP as an efficient way to
complement the strengths and weak-
nesses of the DSP architecture.

DSPs are similar to microcontrollers
in that they offer advantages in cost
and power efficiency at the expense of
flexibility and processing performance.
However, they substantially differ from
microcontrollers because they sacrifice
efficiency in handling context switch-
ing to maximize their performance of
continuous and repetitive calculations,
such as in most signal-processing tasks.
They also do not integrate many periph-
erals because they are not ideally struc-
tured to handle the context switching
that handling many peripherals could
require. The most common integrated
peripheral is an ADC that the DSP uses
to collect a stream of real-world data to
process. DSPs often support fixed-point
operations to optimize the performance
and energy efficiency for fractional
mathematics, and they use special ad-
dress generators to optimize algorithms
that work on arrays, circular buffers, or
even bit-reversed values. They employ
multiple buses and memory structures so
that they can do simultaneous memory
operations to support continuous single-
cycle MAC (multiply/accumulate) op-
erations. They may employ specialized
registers to minimize memory accesses
and to enable zero-overhead looping.

The processing sweet spot for DSPs
is systems that process continuous and
sustained streams of data, especially if
there is extensive computational pro-
cessing on that data stream. The upper
limit of this sweet spot overlaps with
FPGAs, except for highly computation-
ally intensive algorithms that include a
high level of state or decision complex-

ity. VOIP (voice over Internet Protocol)
is an algorithm that would work better
on a DSP than as an FPGA-only im-
plementation because the domain-spe-
cific knowledge for compressing data
involves many control states and deci-
sions. Software development with DSPs
usually requires an understanding of
signal-processing algorithms. Many ap-
plication- and domain-specific analysis
and development tools and libraries are
available to assist developers with their
DSP applications.

DSP suppliers can differentiate their
devices by including application-spe-

cific hardware accelera-
tors or by implementing a
SIMD (single-instruction/mul-
tiple-data) or VLIW (very-long-instruc-
tion-word) architecture that supports
the simultaneous operation of multiple
execution units. Contemporary DSPs
use orthogonal instruction sets so that
software developers can use compiled C,
rather than assembly, to program most
of the code. Programming signal-pro-
cessing code requires different experi-
ence and skills from those for develop-
ing control or application code. An im-
portant differentiator for DSPs is access
to signal-processing libraries that either
help jump-start a project or enable an
application- or control-software devel-
oper to use the DSP as a coprocessor
without understanding how to program
those algorithms.

DSPs commonly find use in embed-
ded-multicore designs; designers often
pair them with a complementary micro-
controller or microprocessor for control-
and application-level support. They also
often combine them with hardware ac-
celerators or FPGAs to perform heavy
lifting for intensive computational pro-

cessing. Another common multicore
configuration involves a cluster or array
of DSP cores that work together on mul-
tiple streams of data or wide streams of
data, such as for image processing. The
arrays of DSPs can involve dozens of
cores that connect at the board level. A
lot of experimentation with multicore-
DSP configurations has occurred over
the years. The commercial failure—ver-
sus obsolescence—of many of those at-
tempts serves as a reminder that chip-
level multicore offerings have to bal-
ance between technological advantage
and serving a set of applications that
generate enough volume to support the
device.

DSCs are new to this taxonomy; most
of the market in 2007 formally acknowl-
edged them as separate types of processor.
Before then, market participants usually
referred to them as “hybrid,” or “unified,”
processors because they combined fea-

tures of DSPs and microcontrollers in
a single processor. The processing

sweet spot for DSCs focuses on
applications that must handle a
fair amount of not only context
switching, but also signal pro-
cessing. These devices can allevi-

ate the need to use two heteroge-
neous cores—a microcontroller and

a DSP, for example—in a design. This ap-
proach can lower the system BOM (bill-
of-materials) cost, and it can lower the
development-tools cost because software
developers can use the same development
tools to program the system. The software
developer still must understand the details
of programming control or signal-process-
ing algorithms, however.

Because DSCs are relatively new, de-
signers do not have a rich base of expe-
rience in implementing them in multi-
core designs. An early motivation for de-
veloping DSCs was to replace multicore
designs involving a microcontroller and
a DSP with a single device executing a
single instruction thread that included
both signal-processing and control code.
Dual DSCs are now available as single
chips. One rationale for using multiple
DSCs in a design is that you could nor-
mally use one core as a control proces-
sor and the other as a signal processor.
When one function heavily outweighs
the other function, however, the system
can more easily perform load balancing
between the cores because all of the cores

BECAUSE DSCs ARE
RELATIVELY NEW,
DESIGNERS DO NOT
HAVE A RICH BASE
OF EXPERIENCE IN
IMPLEMENTING
THEM IN
MULTICORE
DESIGNS.
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can support both types of processing.
FPGAs provide a programmable plat-

form that can leverage arbitrarily wide
signal-processing algorithms acting as
hardware-acceleration blocks. This fea-
ture gives them an advantage over DSPs
when the signal-processing algorithm is
sufficiently wide enough that it can effi-
ciently use more than the available pro-
cessing units in the DSP. FPGA signal-
processing blocks work well when they
involve few decision states and large
amounts of processing per data point. As
the number of decision states increases
in an algorithm, it can make sense to
place one or more processor cores in or
next to the FPGA fabric. FPGA signal-
processing implementations function
well as coprocessors or accelerators next
to a DSP, a microprocessor, or both.

Another processing option is to em-
ploy specialized hardware blocks or pro-
cessors that accelerate software func-
tions. These blocks or processors are
usually not stand-alone, instead typi-
cally connecting to another processor,
such as a DSP or a microprocessor. Some
processor vendors integrate these spe-
cialized hardware blocks as coprocessors
into the same device and even into the
instruction-pipeline flow to differentiate
their devices. Besides the quick and en-
ergy-efficient performance of some tasks,
hardware accelerators help offload com-
putational load from the main proces-
sor, thus freeing that processing capacity
for some other differentiating function.
This taxonomy currently lumps net-
work, graphic, and video processors in
with the hardware-accelerator and co-
processor category. These types of accel-
erators are usually not stand-alone sys-
tems, and, when they are stand-alone,
they exist in a multicore structure, and
the proposed multicore categories en-
compass them. Please contribute to the
companion blog post for this article at
www.edn.com/blog/1890000189.html
to expand on these architectures or add
any others.

Microprocessors round out the taxon-
omy. They employ general-purpose ar-
chitectures that enable them to perform
well enough across the range of process-
ing tasks. They do not handle context
switching as quickly or deterministically
as microcontrollers do because they usu-
ally employ software within the interrupt
handling. They do not handle looped

processing as quickly or efficiently as
DSPs do because they usually neither
include zero-overhead looping nor em-
ploy the bus and memory structures to
keep a single-cycle MAC busy every cy-
cle. Microprocessors are ideal when the
processing requirements that the system
must support are not well-known, such
as when the system supports user-loaded
applications.

Microprocessors generally support
large memory-address spaces and rely
on large on-chip caches to compensate
for time penalties from off-chip memo-
ry accesses. They can execute complex
operating systems and support a range
of legacy code. Microprocessors are also

appropriate for “quick and dirty”
prototyping and proof-of-concept explo-
ration when cost and energy efficiency
are less important than a short develop-
ment cycle.

The sweet spot for microprocessors is
to support systems that exhibit signifi-
cant uncertainty in processing behavior
and loads, such as when executing dis-
parate processing threads over the same
processor resources. A microprocessor’s
flexibility and operating-system abstrac-
tions of the hardware peripherals make
them ideal for the development of so-
phisticated user interfaces and high-
level application code. Microprocessors
can perform most functions—at higher
cost and energy consumption—that the
other specialized processor architectures
can perform. Using a microprocessor for
control or signal-processing tasks can
make sense if the design needs a micro-
processor anyway and there is sufficient
head room to accommodate the process-
ing; otherwise, for embedded systems,
designers may migrate well-defined tasks
to the appropriate specialized processor

to save cost and energy consumption.
Multicore-microprocessor designs in-

clude desktops and servers. As cell phones
evolve to include sophisticated graphics
and user interfaces, microprocessors and
graphics accelerators are supplanting the
microcontrollers that sit next to the DSP
that handles the signal processing in
these devices. In all of these cases, each
processor architecture has use cases for
single-core and multicore designs, and, in
many cases, the multicore-use cases in-
volve combining processor architectures
so that they complement each other.

MULTICORE
This taxonomy highlights the major

single-core architectures and the dis-
tinct development ecosystems that exist
for each type of processing architecture.
Each ecosystem includes its own silicon
offerings, domain-specific analysis and
development tools, and libraries that

abstract some of the complexity
for those developers who spe-

cialize in the other types of
processing. Perhaps looking
at multicore offerings in a
similar fashion will help our
industry address a problem

that still seems intractable.
A number of companies have

come and gone that offered their
vision of a multicore architecture. Were
they off-base, or were they just missing a
single component that could have made
all the difference for success?

Multicore terminology is not stan-
dard; this article proposes a couple of
multicore-configuration names. The
terminology instead attempts to propose
functional-level descriptions for multi-
core architectures. A developer should
be able to incorporate one or more of
these types of multicore architectures in
the same design, much as many embed-
ded designs incorporate more than one
type of processor architecture.

Channel-multicore architectures tar-
get the parallel nature of some applica-
tions, such as infrastructure-networking
equipment, which apply the same type
of processing across many input sources
at once. The processing for each input
is relatively independent of the process-
ing of the other inputs. These systems
implement multiple copies of the pro-
cessing engine so that each copy can ap-
ply the same processing across multiple
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channels of data. The system contains
duplicate processing resources so that
they are local to each processing engine;
this approach provides lower latency
and better processing performance than
do architectures that access the same re-
sources through a shared-access mecha-
nism. The nature of the processing en-
gine is application-specific, and it is not
limited to a single function. Software
development for these systems focuses
on optimizing the domain-specific pro-
cessing of the inputs so that the system
minimizes how much it must manage
program resources.

Aggregate-multicore architectures tar-
get processing tasks, such as video or im-
age processing, that are impractical or
less practical to perform in one instruc-
tion thread. The processing engine con-
sists of multiple homogeneous or hetero-
geneous processing elements that per-
form separate parts of the same overall
task. The architecture aggregates the
results from the separate processing ele-
ments in some fashion to complete the
processing. This type of multicore system
has existed for decades as high-end signal
processing or simulation systems. These
types of systems are of increasing impor-
tance for high-performance processing as
processor clock rates have stalled and are
no longer racing to higher rates. Much
research is going into how tools can help
developers extract parallelism in their
software. No widely used tools are cur-
rently available that automate paralleliz-
ing general code. Some domain-specific
analysis tools for signal-processing-algo-
rithm exploration assist domain experts
in determining how to structure their al-
gorithms, but they do not completely au-
tomate the parallelization of algorithms
and software to take advantage of these
types of systems.

Multidomain multicore architectures
target those applications that encompass
multiple software domains, such as cell
phones, automobiles, and many con-
sumer products. This area is the bread
and butter of many embedded-multicore
designs that developers have been doing
for decades. Some coupling and commu-
nication may occur between the cores in
the system. Each processing element in
the system not only makes optimization
choices that align with the function it
performs, but also works in tandem with
and complements the other process-

ing elements in the system. These types
of systems have existed as proprietary
board-level designs. Single-chip, multi-
domain multicore devices are available
as vertically targeted devices for appli-
cations such as mobile devices with rich
video support. Software developers are
aware of each type of processing engine
they are targeting, and they use the ap-
propriate set of analysis and develop-
ment tools to perform their tasks. There
are challenges in debugging these types
of systems because each processor has
different on-chip resources and may not
provide visibility to all of those resourc-
es in the same way from chip to chip.

Feedback-multicore architectures tar-
get those applications, such as autono-
mous systems, that employ feedback
within and between subsystems or dif-
ferent domains of the system to perform
their functions. These systems may em-
ploy a central command unit or aggre-
gate decisions across distributed deci-
sion makers. The feedback loop may be
as simple as an actuator sense-and-con-
trol loop, or it may involve larger-scope
feedback that can assist the system with
trending, predicting, planning, and
learning. These emerging designs cur-
rently exist mostly in the academic, aero-
space, and military domains, but they
are set to spill into the industrial and
consumer areas. A candidate industrial
system is a smart building that manages
systemwide resources across distributed
decision makers. Consumer candidates
include automated active functions in
automobiles as well as household appli-
ances, such as vacuum cleaners. Soft-
ware developers need an integrated and
correlated aggregate of analysis and de-
velopment tools that cover filters, sig-
nal processing, control algorithms, and
closed-loop simulations.

CONVERGENCE
This taxonomy for single-core archi-

tectures has successfully enabled the in-
dustry to converge the vocabulary and
key requirements for each application

domain between the relevant chip ar-
chitects, board-level-system designers,
software developers, and development-
tool providers. Each processor type has
its own ecosystem with its own set of
vendors for chip-, board-, and software-
level-design support. Even for those
hardware and software companies that
offer products and services across mul-
tiple types of processor, different teams
support each processor market.

The multicore-system market could
benefit from a convergence of vocab-
ulary and requirements that employs
functional capabilities rather than raw
implementation and performance de-
tails. Rather than a single general-pur-
pose discussion on SMP versus AMP,
there should be at least four and at least
one for each of the multicore categories.
You could say the same for core topolo-
gies, coherency mechanisms, messaging,
multithreading, operating-system sup-
port, virtualization, hypervisors, code
parallelizing, and balancing workloads.
By defining and establishing the optimi-
zation preferences employing required
functional capabilities, chip architects,
board-level-system designers, and soft-
ware developers can meaningfully dis-
cuss how to allocate technical approach-
es among all of the stakeholders rather
than an ad hoc fitting together of what
each group builds.EDN

You can reach
Technical Editor
Robert Cravotta
at 1-661-296-5096
and rcravotta@edn.com.

Altera
www.altera.com

AMCC
www.amcc.com

ARM
www.arm.com

Atmel
www.atmel.com

Freescale
www.freescale.com

Intel
www.intel.com

Microchip
www.microchip.com

Microsoft
www.microsoft.com

MIPS
www.mips.com

National Instruments
www.ni.com

QNX
www.qnx.com

Radisys
www.radisys.com

Tensilica
www.tensilica.com

Texas Instruments
www.ti.com

Xilinx
www.xilinx.com

F OR M OR E I N F OR MATI ON

For related blog posts about embed-
ded processing, go to www.edn.com/
blog/1890000189.html.

For a related article about process-
ing options, go to www.edn.com/article/
CA6298267.

+

+

JUNE 11, 2009  | EDN  29

edn090601cs_id  29edn090601cs_id  29 5/27/2009  12:50:11 PM5/27/2009  12:50:11 PM



Maximize Multicore
Increase Your Performance with NI LabVIEW

©2009 National Instruments. All rights reserved. LabVIEW, National Instruments, NI, and ni.com are trademarks of National Instruments.
Other product and company names listed are trademarks or trade names of their respective companies. 2008-10527-821-101-D

Single-Core
Application

Sequential C Program
on Multicore

LabVIEW
on Multicore

Using LabVIEW — an inherently parallel graphical programming language —
you can take advantage of the latest advances in multicore systems, including
real-time symmetric multiprocessing and FPGA-based embedded systems.
LabVIEW simplifies visualizing and programming parallel applications for test,
control, and embedded design. Using LabVIEW, customers are realizing a
near-linear performance increase on their multicore systems.

>> Learn to maximize your multicore processor at ni.com/multicore 866 337 5041

EDN090601.indd  30EDN090601.indd  30 5/28/2009  11:06:52 AM5/28/2009  11:06:52 AM



 T
he goal of OSCI (Open SystemC Initiative) TLM
(transaction-level modeling) 2.0 is to enable
high-level component models to simply plug into
and play with each other in a system model. The
standard identifies modeling styles, several inter-
faces, a generic payload, and more than 150 rules

to define the expected behavior in the simulation. For the
system model to work correctly, designers must comply with
the standard. Finding errors in compliance can be a major
problem, however. Nevertheless, approaches exist for trouble-
shooting system models to find noncompliant areas.

TLM 2.0’s 150 rules specify the expected behavior of a
transaction and restrictions to avoid system malfunctions.
The OSCI TLM working group defined TLM 2.0 specifica-
tions with respect to initiator and target pairs. A typical de-
sign has several initiators and targets, which connect through
interconnects (Figure 1). The interconnect serves as both a
target and an initiator.

The communication path is the path between a commu-
nication’s starting point and its ending point in a system. A
communication path typically contains more than one TLM
2.0 initiator/target pair. In a simple example, there are always
two initiator/target pairs in the full communication path. Real
systems contain interconnect hierarchies; multiple intercon-

nects that connect bridges; and multiple subsystems, multiple
cache hierarchies, or both.

Most of the TLM 2.0 rules apply to each initiator/target pair,
not the full communication path. This requirement ensures
interoperability between any two components in a system. It
is easy to validate that models obey these rules at the start-
ing point of a communication. However, it is more difficult to
validate that the models obey the rules in the system because
this type of validation forces designers to observe multiple
communication paths in parallel. If the models obey all the
rules, TLM 2.0 guarantees the interoperability and, thus, the
communication between components. The following example
illustrates what happens when a model violates a rule.

NONCOMPLIANT COMPONENTS
Violations of rules can create significant interoperability

problems in a system. Interoperability issues are often not imme-
diately visible. They might result in system-behavior malfunc-
tions later in a simulation. The problems often occur in a differ-
ent location in the system or trigger an unexpected corner-case
situation. So interoperability issues require constant monitoring
of the communication path between the initiator/target pairs
and a comparison of the actual with the expected behavior.

One such violation is a generic-payload-access violation.
Several rules limit access to the generic
payload to specific components in a
model. For efficiency reasons, the ge-
neric-payload objects do not go through
the high-level system model. Rather, the
model uses references from each compo-
nent in the communication path to one
copy of the generic payload to mimic the
transmission of data through the system.
This technique also keeps the communi-
cation between components flexible.

With this reference mechanism, the
designer can explore multiple sequen-
tial and parallel transmission schemes
without changing the model. The dis-
advantage is that all components in a
communication path have access to all
the information in the generic payload.
Implementing a mechanism in the ge-
neric payload that identifies which com-
ponent accesses which data field is too
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Figure 1 TLM 2.0 provides a strict framework to model the interactions between blocks
in a high-level system model.
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expensive in simulation performance.
Still, some access rules are necessary to
guarantee interoperability and avoid a
malfunctioning system.

For example, one rule specifies that
only the interconnect models can modify
address values. Doing so easily mimics
virtual-to-real-address translation in a
system. In many cases, the interconnect
uses address fields in an address-transla-
tion table. For that reason, another rule
prohibits targets from modifying the ad-
dress attribute of the generic payload.
A target that modifies the address field
causes the interconnect’s address-transla-
tion table to fail. The model either cannot complete the re-
sponse or sends the response to the wrong initiator.

A second example is that only the targets can enable the at-
tribute DMI (direct-memory interface). So another rule states
that the initiator must initialize the DMI-allowed attribute
with the value “false.” Only targets can change this attribute.
Only the target knows whether it can support the DMI. An
initiator setting “DMI enable” to “true” with a target that does
not support DMI creates side effects in system behavior that
are difficult to observe and to debug.

PROTOCOL-STATUS VIOLATIONS
OSCI TLM 2.0 provides a set of rules specifying the usage

and the transition of protocol-status information. These rules
capture the expected behavior of the protocol. In this way,
every user has the same view of the states and state transitions
the model allows. TLM 2.0 also restricts the number of allowed
“in-flight” transactions between an initiator/target pair before
the initiator can issue the next transaction. This restriction
protects the targets from memory or register overwrites. The
rules do not apply to the full communication path; they apply
only to each initiator/target pair. In this way, designers can
easily model features such as out-of-order execution and paral-
lel-thread processing without making assumptions about the
communication partner.

TLM 2.0 specifies two-phase communication for LT (loosely
timed) and four-phase communication for AT (approximate-
ly timed) models. It has some restricted ability to pre-empt
a communication early by sending a TLM-complete return
value. TLM 2.0 predefines the order of the phases and explic-
itly specifies the allowed transitions between phases. In this
way, every component has the same view of all possible states
and need not be able to handle any other state transition. This
requirement allows the user to implement efficiently tuned
models for high-speed simulation. Unfortunately, it also means
that malfunctions in models can go undetected.

OSCI TLM 2.0 specifies that you can issue only one transac-
tion with a begin-request command to one target. The target
must first respond with an end-request command before the
next begin-request command can occur. This rule protects the
target from information overwrite by ensuring that only one
transaction can be in flight. The target must actively issue an
end request before the initiator can start the next transaction.

Ensuring these interoperability re-
strictions from the starting point of a
communication seems trivial, but, be-
cause TLM 2.0 models share intercon-
nect systems, multiple transactions can
be in flight in the interconnect model.
The interconnect model must now en-
sure that all of its connections of initia-
tor sockets to targets obey the rule. For
some systems, this requirement means
that 10 to 100 communication paths
work in parallel, so 10 to 100 transac-
tions can be in flight at once.

If an initiator accidentally issues more
than one begin-request command to

one target, depending on the implementation of the target,
the second begin-request command will overwrite informa-
tion from the first transaction before it can process the com-
mand. This scenario breaks the communication of the first
transaction. The target would respond with only one end-re-
quest command, instead of the required two. The initiator
of the first transaction waits for the end-request command
before it can send the next begin-request command, so a
deadlock arises.

When an initiator issues a phase multiple times, so that it
issues an additional transport call, the sequence can push the
traffic generator out of synchronization. Especially for proto-
col-status violations, the problem is typically not visible im-
mediately in the simulation but later causes malfunctions in
the system in the simulation. Tracing the malfunction back to
the original protocol violation is time-consuming.

In general, all of these examples show that rule violations
cause interoperability problems. These problems, in turn, cre-
ate major system-behavior failures. Those system failures may
be immediately visible in the form of system crashes, obvious
wrong behavior, or deadlock situations. Some others might be
visible only to system experts who could spot inconsistencies
with the expected behavior or performance. Those interop-
erability issues are so difficult to find, but designers can use
debugging and troubleshooting approaches if they cannot au-
tomatically check a model for TLM 2.0 compliance.

FINDING COMPLIANCE VIOLATIONS
All major electronic-system houses and semiconductor

companies that are implementing ESL (electronic-system-
level) models have an average project delay of three to five
hours per issue due to interoperability problems in their mod-
els. They confirm that this number is conservative and applies
to a highly skilled model developer. The assumption is that
the developer can trace the issue to a component in a system
or has found it during unit testing.

For a user outside the model-development group, the impact
of interoperability issues increases to three to five days or even
to weeks. The further the user is from the model developer,
the larger the time increase is. For a typical project, these de-
lays lead to 40 to 60% of project time for debugging. To un-
derstand why it takes so long to identify interoperability prob-
lems, you must understand debugging and identify the steps
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necessary for troubleshooting interoper-
ability problems.

Debugging ESL models employs a multi-
layer approach involving the application-,
software-, component-, and interface-de-
bugging layers. This approach is one way
that virtual-platform developers cope
with system complexity. Typical virtual
platforms contain at least 20 to 40 hard-
ware- and software-component models, all
with their own debugging infrastructure.
To be able to quickly identify problems, a
user traces key parameters in the system. If those key pieces of
information are inconsistent with expectations, something is
wrong, and debugging starts.

At the application-debugging level, the user looks at appli-
cation-specific data. This data might be a sequence of video
frames, an audio stream, or a wireless trace. This approach
allows narrowing down the area in which a problem occurs.

For example, in debugging a video frame, you may look at
several video frames. You might identify that some frames are
intact, but several are broken. Some lines in a frame are still
intact, but the picture fragments shift randomly throughout
the frame. This problem is a synchronization issue with the
display of the frame. The problem can occur within one frame
or between frames. Lines of a picture are recognizable, and
some picture segments are intact. This pattern means that the
problem probably occurs after decoding and before displaying
the frame.

After identifying a frame-synchronization issue, the next
step is to look at the software. One of the processors is re-
sponsible for synchronizing frame processing. The next step
is to identify the piece of software code that is responsible for
triggering frame processing. At the software-debugging level,
the designer might use software debuggers such as GDB (Gnu
debugger). The user sets breakpoints in the source code for
frame processing and observes values at register or memory lo-
cations. In most debuggers, the user can set “watch points” to
specific values. A watch point on the register value triggers
the next frame’s processing and stops the simulation at the
frame-synchronization point.

These advanced tools help to filter out other behavior and
focus on frame synchronization. It still takes time to identify
the source code and set the breakpoints and watch points in
the correct location and then identify the register values re-
sponsible for triggering the frame processing in the hardware
accelerators.

In this example, frame synchronization seems
to work. The user has set the register values, and
frame processing in the hardware component
starts. You have thus determined that the software
application did not cause the problem and can
move to the next debugging step by looking into
the hardware models.

Multiple hardware components, including those
for encoding, decoding, and frame-buffer process-
ing, are responsible for video processing. Most of
the components move pixel information into and

out of various local and global memo-
ries in parallel. Multiple components
share some memories.

To identify the location of problems,
developers use monitor components to
observe data arrays in memory. In addi-
tion, they trace read and write values
from processing elements to memory
and vice versa. Most ESL-debugging
tools are SystemC- and TLM-2.0-
aware. This feature allows the tools to
automatically and conveniently display

transactions. The ability to set breakpoints and watch points
on TLM 2.0 transactions significantly eases debugging. The
user still must know the expected values of the transactions
throughout the platform, however, to be able to pinpoint is-
sues in data communication.

The user traces transactions from the point at which the
data stream is in synchronization with the location in the
system where it gets out of synchronization. This example
identifies that the transactions are correct until they reach the
frame buffer.

The example identifies that the start addresses of the frames
are randomly distributed when the frame processing starts. You
can expect multiple start addresses because multiple frames
are in the buffer. After consulting the documentation, you can
identify the expected values for the start addresses of frames,
but they won’t match what you saw during debugging.

Now, trace back to where the address is written. The gener-
ated addresses are correct. Thus, you can pinpoint the frame
buffer as the location of the problem. More accurately, the
communication between the processor and the frame buffer
is causing the problem. You thus should more closely examine
the TLM 2.0 socket interface of those components.

The interface-debugging step is the most detailed one. It
requires detailed knowledge about both the synchroniza-
tion mechanism in the system and its implementation in the
model. At the transaction level, multiple ways exist to mimic
the behavior of one interface protocol. TLM 2.0 significantly
reduces the number of ways of implementing an interface
protocol, however. Nevertheless, identifying an interface-syn-
chronization problem requires detailed interactive source-code
debugging. This task is especially cumbersome if you have in-
correctly implemented the TLM 2.0 interface.

In the case of video, the memory is a shared resource that
connects through an interconnect to the processor. Multiple

applications can concurrently transmit traffic to
this interconnect, meaning, in some cases, hun-
dreds of transactions from various applications
are in flight at the same thing.

You must filter out only those transactions that
are relevant for your video application. You also
must predict and confirm the expected values
as well as the expected time each value should
occur. For TLM 2.0, this requirement means that,
for each transmitted value, you must trace two or
four transaction calls for LT and AT, respectively,
to ensure that they transmit the correct value
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at the correct time. It may take hours of staring at transac-
tion traces and comparing expected traces with the simulated
traces.

INTEROPERABILITY ISSUES
Eventually, an interoperability problem arises. For example,

the processor did not respect the TLM 2.0 rule in some cor-
ner-case situations. It updated the register, which triggered the
hardware accelerator to start processing the next frame for
display, without waiting for the end-request command for the
previous frame. The assumption in the system is that data pro-
cessing in hardware is faster than in software. The model does
not implement detailed interrupt processing, which is also not
relevant for the initial analysis. So, instead of modeling the
full interrupt mechanism, the model uses an end-request com-
mand to mimic the interrupt to indicate the end of processing
in the display accelerator. This action notifies the processor
that it can send the next transaction to trigger processing for
the next frame.

The process to wait for the end-request command and send
the next transaction is broken for some corner-case situations.
The frame view shows that multiple frames had started, but,
because the processor triggered another frame too early, it fin-
ished transmitting only parts of each frame before the next
frame started.

In a project that is supposed to quickly create some initial
analysis results, debugging can take several days, so the results
may not be available in time. Automatic compliance check-

ing would have instantly detected this problem and made the
results available in a reasonable amount of time.

Although the effect of TLM 2.0 protocol violations in high-
level models may seem minimal in passing, failing to catch
such a problem has deeper implications. Erroneous models
with TLM 2.0 violations alter the behavior of the system and
cause system malfunctions or biased performance results. Un-
detected errors can propagate into the RTL (register-transfer
level). Especially in the case of biased performance results and
corner-case user scenarios, it is nearly impossible to detect
these problems at RTL because it is too detailed and simula-
tions are too slow to run the system-level tests. You might be
able to identify the problems during FPGA testing, but it is
too late in the development cycle and causes project delays. In
some cases, you might not detect the problem at all, and that
problem would result in misbehaving silicon.EDN
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D
esigning IP (intellectual-property) cores that
you can port to various foundry protocols or
process geometries is paramount in today’s
highly diverse standards-based-IP technologies.
This technological advantage allows IP-core
vendors to gain access to new customers and

markets, enabling chip designers to be first to market with
new products that ultimately consume less power and area.
It is also imperative for IP-core vendors to offer products that
can target multiple industry-standard protocols, such as PCIe
(peripheral-component-interconnect express), SATA (serial-
advanced-technology attachment), and GbE (gigabit Ether-
net), which are the building blocks for switches, hard drives,
chip-to-chip communications, optical communications, and
networking.

For successful SERDES (serializer/deserializer)-IP develop-
ment, you must design SERDES cores that you can easily and
quickly port from foundry to foundry and into the latest and
smallest-geometry processes. This approach ensures a compre-
hensive portfolio of IP, which results in a wide pool of poten-
tial deployments in customer applications. Customers all have
their own reasons for wanting to go with one foundry and pro-
cess technology rather than another. Going with the latest
process technology can afford lower power dissipation and in-
creases the number of transistors customers can fit onto a die,
decreasing costs and increasing profit margins.

To design portable SERDES IP, analog- and digital-system
designers must build a range of programmability into their cir-
cuits to make them robust over a range of process variations,
and they must be able to rapidly verify circuits using various
I/O-supply voltages. As with all development efforts, trade-
offs arise between designing portability into IP and optimizing
IP for a process. Designing SERDES IP with wide program-
mability allows for porting efficiencies and costs IP developers
increased footprint for the IP on the chip.

Ideally, a design team can rapidly port a design without
much redesign or modification of the physical design or lay-
out. Verification, however, is always necessary because each
foundry has its own set of model libraries, and designers must
place and route all of the digital synthesized logic using each
foundry’s specifications. Even the same process technology
can vary widely in performance among foundries. For exam-
ple, one foundry’s 65-nm, general-purpose process can differ
from another foundry’s 65-nm, general-purpose process in pro-
cess and device parameters, as well as the typical variances in
physical geometries and spacing rules. Therefore, efficient de-

velopment of IP cores always takes into account minimizing
effort and time to address these differences.

ANALOG DESIGN AND PROGRAMMABILITY
Designing analog circuits with appropriate programmability

in mind can vastly reduce the effort of porting from foundry to
foundry or porting into new process technologies within the
same foundry. SERDES IP typically includes a CDR (clock-
and data-recovery) block in the receiving path, as well as a
transmitter PLL (phase-locked loop), which generates the
transmit high-speed clock. The CDR is responsible for recov-
ering a clock from a serial binary-data stream that samples the
high-speed data. The data and clock then go to a serial-to-par-
allel converter to deserialize the serial stream into bytes and
words, which the converter then sends on to the core digi-
tal logic. The transmitter PLL is responsible for multiplying
a reference-clock frequency into a high-speed bit clock that
a parallel-to-serial converter then uses to serialize and trans-
mit data words. The CDR and transmitter PLL contain VCOs
(voltage-controlled oscillators) that provide a range of output
frequencies. The chip designer tunes this circuit for the speci-
fied process-technology port.

Typically, digital control of the voltage inputs into the VCO
tunes the circuit. For example, if a process technology operates
at a slower rate than the chosen benchmark specifies, design-
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Figure 1 An open-eye diagram is one indication that a port to a
new process has been successful.
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ers would tune the VCOs to a higher setting to provide the
desired frequency of operation. This programmability allows
the IP vendor to design and lay out CDRs and transmitter
PLLs in a way that provides enough tuning range to achieve
the correct output frequency for various process technologies.
The IP designer must determine how much tuning range and
resolution to build in to target all desired foundries and pro-
cess technologies for a design.

Another parameter that typically varies among processes
is the sheet resistance of polysilicon resistors. A polysilicon
resistor with a given geometry may be more or less resistive
than a polysilicon resistor of the same geometry in another
process. To overcome these resistance mismatches between
process technologies, you may need to allow for programmable
resistances. Designers need resistors that they can switch into
and out of a circuit. Although not the most area-efficient ap-
proach, this feature allows the designer to control the resis-
tance without modifying the layout. An example of this usage
is in transmitting/receiving-termination circuits.

When designing SERDES IP to enable quick porting to
smaller process geometries, it is important to take note of the
I/O-supply voltages that each process technology supports. For
instance, some 65-nm processes support 2.5 and 3.3V I/O tran-
sistors, whereas others may support only 1.8V devices. To fur-
ther complicate matters, overdriven, 2.5V devices may have
a wider range of operation. IP-circuit designers should design
the SERDES to accept a range of I/O voltages and lay out the
circuits such that the IP’s physical designer can easily swap in
different I/O transistors. This step usually involves having the
IP’s physical designer develop a floorplan with room for the
larger I/O devices in the layout and for the IP-verification en-
gineers to verify operation of the circuits with all the devices.
With careful design, this step can be as simple as swapping
layers in the physical-design software based on the customer’s
preference. Another possibility is to use the overdriven I/O de-
vices with extended widths, which can support a range of sup-
ply voltages larger than 10% that vendors typically specify for
I/O-supply variations of SERDES. A designer must be mindful
not only of multiple-foundry design and portability into new
process geometries, but also of the process-technology options
that are available, such as different I/O devices.

DIGITAL CALIBRATION OF ANALOG CIRCUITS
An effective technique for using programmability is auto-

matic digital calibration. In this process, a designer puts a digi-
tal-calibration loop around an analog-circuit block. This tech-
nique is useful not only for minimizing design changes when
porting, but also for extending a SERDES’ ability to minimize
effects due to process, voltage, and temperature variations.
Automatic calibration and a wide enough tuning range on
key analog circuits aid in getting better porting results with-
out requiring extensive verification for different process tech-
nologies and options. The digital-calibration circuitry should
take up minimal area and should become smaller than the
analog block as process geometries get smaller. Plus, the ben-
efits can be substantial. The calibration helps compensate for
differences in performance among each foundry’s technology
and among newer technologies. For example, the calibration

loop can automatically tune the VCO’s voltage inputs so that
the VCO oscillates at the correct frequency even if the per-
formance of a new foundry’s process technology differs greatly
from that of the process currently in use. Programmability and
calibration are important tools for ensuring first-pass silicon
success when porting to new technologies.

Using this design approach to achieve first-pass silicon suc-
cess in a port to a different process technology, one company
designed a test chip for a new process technology. The com-
pany had recently completed a test chip for a foundry’s gen-
eral-purpose process, and the goal was to quickly port to the
equivalent geometry’s lower-power node. The designers placed
a wide tuning range on the VCOs, added programmability to
their transmitter/receiver-termination resistors, and designed
for multiple-I/O transistor devices. The team had time to ver-
ify only the major blocks, such as the master bias, and little
time for physical-design changes. The team relied on the use
of built-in programmability and calibration.

The design would need few changes to meet the specifica-
tions of the lower-power process technology. A few months
later, the team received both the lower-power and the gen-
eral-purpose test chips and began characterizing both. While
testing, the team verified the calibrated values of the lower-
power and the general-purpose test chips and observed simi-
lar performance. The end result was that the lower-power test
chip performed as successfully as the general-purpose test chip,
with minimal time and effort in porting from the general-pur-
pose to the lower-power chips.

AUTOMATED VERIFICATION
The other missing link of designing portability into IP is the

use of specially designed and optimized CAD (computer-aided-
design) tools that streamline porting. The goal is to design IP
that designers can quickly and easily port, and the CAD tools
you use play a big part in achieving this goal. You can devise a
customized verification-suite setup for rapid verification. Such
a suite would comprise custom PERL (Practical Extraction
and Report Language) scripts and Microsoft (www.microsoft.
com) Office macros that automatically generate testbenches,
run simulations, and extract formatted results. In such a setup,
the highly automated verification process relieves designers of
the task of extracting data so that they can focus on designing
the circuits and analyzing the pertinent results. An automated
verification suite that all the designers use also makes it easier
to share data and for designers to easily and quickly begin new
projects without long learning curves. Some companies also of-
fer specification templates for each major analog-circuit block,
and these templates allow quick, repeatable, and consistent
verification and produce formatted results for easy review.

PHYSICAL DESIGN FOR PORTING
Supporting a range of I/O-device options inevitably requires

allocating a large enough area to support the largest devices
a user might drop into the circuit. Similar ideas apply to sup-
porting multiple foundries; the layout must work for different
sets of design rules. It may not always be feasible to target de-
signs for all foundries and processes of interest. You may have
to take a look at the design rules of each foundry and make a
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layout compatible with only a subset of
those rules. Supporting too large a set of
foundries inevitably increases the size of
your layout, resulting in wasted area.

Minimum device geometries and
spacing requirements for each foundry
can vary widely, so having a custom set
of design rules that meets requirements
for multiple foundries is a good way
to do the physical design. When tap-
ing out designs to customers, however,
you must ensure that you use the target
foundry’s design rules rather than your
custom set. The most time-consuming
form of physical design is manual ana-
log layout, so, for efficient design port-
ing, minimize custom design in favor of
digital-synthesized logic that you can
place and route. Although some tools
can partially automate analog physi-
cal design, you should avoid their use
for high-speed SERDES applications.
IP designers should investigate any op-
portunity to replace a traditional ana-
log-circuit block with a digital imple-
mentation. This extensive use of digital
circuits makes the design easier to port
to new geometries and allows the de-
sign to more easily reap the benefits of
the area savings than would an analog
implementation. The design must still
meet all required specifications, includ-
ing area, power, performance, and eye-
diagram templates (Figure 1).

Providing IP solutions in multiple
foundries and in multiple process-tech-
nology nodes allows IP providers to
widen their customer base. To target as
many technologies as possible, the IP
designer must optimize design, verifica-
tion, and physical design with porting
in mind. This approach means design-
ing analog blocks with a wide tunable
range and placing a digital-calibration
loop around these blocks. Adding cali-
bration loops around wide-tuning ana-
log-circuit blocks enables the circuit to
calibrate process variations and improve
yield. Designers should choose digi-
tal implementations of analog-circuit
blocks wherever feasible.EDN
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CMOS DDR
LVDS DDR
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Linear’s newest high-speed ADC family achieves 1/3rd the power consumption of existing solutions without compromising AC
performance. Operating from a low 1.8V supply, the 14-bit, 125Msps LTC®2261 dissipates 125mW while maintaining 73.4dB
SNR and 85dBc SFDR. Digital outputs can be configured as DDR CMOS, DDR LVDS or standard CMOS for minimizing FPGA
pin count. Setting a new low power industry standard enables a wide variety of applications to “cut the cord” and move into
the portable world.

Info & Free SamplesFeatures
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73.4dB
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125mW

106mW
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One-Third the Power of Comparable High Speed ADCs

Lowest Power ADC Family

• 73.4dB SNR, 85dB SFDR

• Single 1.8V Supply
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• Optional Data Output Randomizer
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Nap (9mW) Modes

• 40-Pin (6mm x 6mm) QFN Package
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ADC Brochure

www.linear.com/adcsolutions

EDN090601.indd  40EDN090601.indd  40 5/27/2009  11:19:58 AM5/27/2009  11:19:58 AM



When dealing with logic opera-
tions over BCD (binary-coded-

decimal) numbers, you often need a
10-line-to-one-line data selector/mul-
tiplexer. In the past, you could use
the famous 16-line-to-one-line 74150
multiplexer IC. Nowadays, however,
when you look at the Web sites of the
renowned semiconductor houses for
the 150 and similar 16-to-one multi-
plexers, such as the 250, the 850, or the
851, you find that vendors have labeled
them obsolete or no longer available.
On the other hand, the eight-line-to-
one-line multiplexers not only have
survived but also are parts of advanced
logic families, such as HC (high-speed
CMOS) and AC (advanced CMOS).

The circuit in Figure 1, a 10-line-
to-one-line data selector/multiplexer,
comprises two eight-to-one multiplex-

ers, IC1 and IC2. The A, B, and C bits
of the address input of IC1 connect to
corresponding address bits—A, B, C,
and D—of the main address input. The
eight data inputs, D0 to D7, of the cir-
cuit are identical to the equally denot-
ed data inputs of IC1.

Whenever the main address is a bi-
nary-coded eight or nine, when A, B,
C, and D�eight, the data input, D4
of IC2, is active. When A, B, C, and
D�nine, D5 of IC2 is active. This
shift in addressing of IC2’s data in-
puts is due to the IC’s modified ad-
dressing: Address bit C connects to
the MSB (most-significant bit) D of
the main address input. The A and B
are common to IC1 and IC2, respec-
tively. To unite their outputs without
using any additional logic, you must
connect the noninverting output, Y,

of IC1 to data inputs D0 through D3
of IC2. The eight lowest values, zero
through seven, of the address always
activate a signal of D0 through D3 in
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designideas
Fast 10-line-to-one-line data selector/
multiplexer comprises only two ICs

Figure 1 The maximum worst-case propagation delay of this 10-line-to-one-line data selector/multiplexer is 27 nsec,
whereas the typical value is only 6.8 nsec. The circuit can also serve as a 12-to-one multiplexer.
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42 Implement a simple digital-
serial NRZ data-recovery algo-
rithm in an FPGA

44 LED strobe has independent
delay and duration

48 Cancel sensor-wiring error
with bias-current modulation

50 Simple FSK modulator enables
data transmission over low-speed
link

�To see all of EDN 's Design
Ideas, visit www.edn.com/design
ideas.

Marián Štofka, Slovak University of Technology, Bratislava, Slovakia

edn090601di_id  41edn090601di_id  41 5/27/2009  10:48:28 AM5/27/2009  10:48:28 AM



42  EDN |  JUNE 11, 2009

Serial-data links embed clocks
in their data streams, and those

clocks must be recovered at the receiv-
er end. This Design Idea de-
scribes a data/clock-recovery
algorithm for an NRZ (non-
return-to-zero), 1.5-Mbps da-
ta stream in a Xilinx (www.
xilinx.com) Spartan XC3S200
FPGA. The algorithm em-
ploys a modified data-recovery
application note (Reference
1). The application note uses
the DCM (digital-clock man-
ager) on the Xilinx Spartan
and Virtex models, but this
application uses a simplified
algorithm that compares the
data edges, if any, with inter-
nally generated clock edges,
dynamically changing the
data-input-to-data-output de-
lay. The simplified algorithm
allows integration in smaller
CPLDs or FPGAs that lack a
DCM (Figure 1).

The algorithm uses a 3-bit,
free-running counter to gener-
ate the output clock, an 8-bit
shift register to sample the se-
rial data, seven XOR ports for

edge detection, a 7-to-1 multiplexer
with decoding for multiplexing the
right-shift-register bit to the output,

and some buffering registers. The al-
gorithm runs at eight times the serial-
data-stream speed, without a known
phase relationship between both. It
clocks the data into the shift register,
which implies that, after eight clock
cycles, the shift register will contain a
rising edge; a falling edge; or, when the
input data remains the same, no edge.
The multiplexer does not take into ac-

count cases in which the shift
register contains no edges or
more than one edge.

The edge location is checked
in the shift register using the
XOR-port array, which compares
shift-register bit 0 with bit 1, bit 1
with bit 2, and so on. Depending
on the output of the XOR array,
showing where the edge occurs,
a certain bit of the shift register
multiplexes to the output. This
action ensures that the output
clock always toggles around the
middle of the output-data bits.

When there are slight differ-
ences in clock speed and serial-
input-data speed—for example,
in the case of clock jitter or
clock tolerances—the data-in-
put phase continuously changes
with regard to the output-clock
phase as the algorithm tries to
track the input-data phase. In
this case, the multiplexer has an
overflow, which happens when
shift-register bit 7 multiplexes
to the output, the next bit is

designideas

IC2. The output signal of IC1 passes
through one of these data inputs to
the main output, Y2. If necessary, you
can also use the W2 inverting output.
Although the propagation delay from
D0 through D7 to Y2 output is twice
that from D8 and D9 to Y2, it is still

less than 2�13.5 nsec�27 nsec for the
CD74AC151 with a 5V supply. The
typical delay is only 6.8 nsec.

Note that you can also use the cir-
cuit as a 12-line-to-one-line data selec-
tor/multiplexer by using the remaining
data inputs, D6 and D7 of IC2, which

are idle in this circuit. In such a case,
you attribute another notation of D10
to the D6 input of IC2, and D11 holds
for D7 one. Simultaneously, you must
code the A, B, C, and D address in duo-
decimal code and, eventually, hexadec-
imal code, instead of BCD.EDN

Implement a simple digital-serial NRZ
data-recovery algorithm in an FPGA
Jef Thoné and Bob Puers, ESAT-MICAS,
Katholieke Universiteit Leuven, Leuven, Belgium

�

b1b0 b2 b3 b4 b5 b6 b7DATA IN

CLK IN

CLK/8
CLK

GATING

CLK OUT

DATA OUT
7-TO-1 MULTIPLEXER/XOR

DECODER/COUNTER-BACKUP
REGISTERS

Figure 1 A clock-recovery circuit in an FPGA recov-
ers data in a 1.5-Mbps data stream.

Figure 2 Doubling a clock output prevents a backward phase jump.
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The circuit in Figure 1 is not
complex, but it saved the day in

an application involving visual inspec-
tion of the spray pattern of fuel injec-

tors for quality and consistency. In this
application, xenon strobe lights did not
work because they take up too much
space, and the light they emit is too

intense. With a bank of six injectors
with isolation panels, the reflection off
a person’s shirt or the wall behind him
would interfere with the visual inspec-
tion. So the application instead used
white HB LEDs (high-brightness light-
emitting diodes) on “gooseneck”-type
stands for adjustability in the cham-
ber sections. Although the applica-

designideas

shift-register bit 1, or vice versa.
If bit 7 is output first—that is, the

signal edge_select is 0100 0000—and
the next selected bit is bit 1, with an
edge_select of 0000 0001, a sudden
phase jump in output data occurs. This
phase jump is �360��7/8, or �315�.
Because the next input-data bit already
had shifted in completely in the shift
register, you need to employ a double-
output clock once, so that the register

doesn’t miss a data bit (circled area in
Figure 2).

When bit 1 is output, with an edge_
select of 0000 0001, and the multiplex-
er jumps to bit 7, with an edge select of
0100 0000, a sudden phase jump in out-
put data of 360��7/8, or 315�, occurs.
Because the shift-register data bit 7 is a
delayed version of the last clocked bit,
b1, the output clock must be stalled for
one cycle. Otherwise, one bit too many

will clock at the output (circled area in
Figure 3). You can solve the overflow-
phase jumps by gating the output clock
using combinatorial logic.EDN

R E FE R E N CE
Sawyer, Nick, “Data Recovery,”

Xilinx Application Note XAPP224,
Version 2.5, July 11, 2005, www.
xilinx.com/support/documentation/
application_notes/xapp224.pdf.

LED strobe has independent
delay and duration
Michael C Page, Chelmsford, MA
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Figure 1 This circuit employs HB LEDs for a visual-inspection application.

Figure 3 Stalling the output clock prevents a forward phase jump.
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Figure 1. Tiny Integrated Controller 
Package Results in a Small Footprint 

Introduction
In general, a Hot Swap™ controller provides two important 
functions to boards that can be plugged and unplugged 
from a live backplane:

• It limits the potentially destructive inrush current
 when a board is plugged in.

• It acts as a circuit breaker, with the maximum 
 current and maximum time at that current factored
 into the breaker function.

Two of the components required to implement these 
functions, the power MOSFET and sense resistor, tend 
to dominate the board real estate taken by the Hot Swap 
circuit. The LTC®4217 saves space by combining these two 
components with a Hot Swap controller in a 16-pin 5mm × 
3mm DFN package (or 20-lead TSSOP). This 2A integrated 

Hot Swap Controller, MOSFET and Sense Resistor Are Integrated in 
a 5mm × 3mm DFN for Accurate Current Limit and Load Current 
Monitoring in Tight Spaces – Design Note 466

Vladimir Ostrerov

Hot Swap controller fi ts easily onto boards operating in 
the voltage range from 2.9V to 26.5V. A dedicated 12V 
version, LTC4217-12, is also available, which contains 
preset 12V specifi c thresholds. Figure 1 shows how little 
space is required for a complete Hot Swap circuit.

LTC4217 Features
Figure 2 shows a simplifi ed block diagram of the LTC4217. 
The controller provides inrush current control and a 5% 
accurate 2A current limit with foldback. For soft-start, an 
internal current source charges the gate of the N-channel 
MOSFET with 300V/s slew rate. Lower soft-start output 
voltage slew rates can be set by adding an external gate 
capacitor.

CURRENT
AMP

20k

7.5mΩ 25mΩ MOSFET

SENSE
RESISTOR

OUT

GATE

INTVCC

PG

UV

OV

FB

IMON

VDD

ISET

GND TIMER

FLT

+ –

MOSFET CONTROL
AND LOGIC

DN466 F02

+–

GND

C1

VIN VOUT

DN466 F01

10mm

10mm

Figure 2. Simplifi ed Block Diagram of the LTC4217

L, LT, LTC, LTM, Linear Technology and the Linear logo are registered trademarks 
of Linear Technology Corporation. Hot Swap is a trademark of Linear Technology 
Corporation. All other trademarks are the property of their respective owners. 
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Integrated MOSFET and Sense Resistor
The LTC4217 integrates a 25mΩ MOSFET and 7.5mΩ 
current sense resistor. The default value of the active 
current limit is 2A, which can be adjusted to a lower 
value by adding an external resistor. Using an external 
analog switch for the connection of this resistor allows 
a start-up current to be larger than the maximum load 
current in steady state operation.

Adjustable Current Limit
The voltage at the ISET pin determines the active cur-
rent limit, which is 2A by default. This pin is driven by 
a 0.618mV voltage reference through a 20k resistor. An 
external resistor placed between the ISET pin and ground 
forms a resistive divider with the internal 20k resistor. 
The divider acts to lower the voltage at the ISET pin and 
therefore lower the current limit threshold.

The ISET pin voltage increases linearly with temperature, 
with a slope of 3.2V/°C when no external resistor is pres-
ent. This compensates for the temperature coeffi cient of 
the sense resistor—important for applications that must 
maintain monitoring accuracy over a wide temperature 
range. This also provides a convenient means to monitor 

Figure 3. Typical Application with Current Monitored by an ADC

the MOSFET temperature. If the die temperature exceeds 
145°C, the MOSFET is turned off. It is turned on again 
when the temperature drops below 125°C. 

Voltage and Current Monitoring
The LTC4217 protects the load from overvoltage and 
undervoltage conditions with a 2% accurate compara-
tor threshold. The LTC4217 also features an adjustable 
current limit timer, a current monitor output and a fault 
output.

The adjustable current limit timer sets the time duration 
for current limit before the MOSFET is turned off. The 
current monitor produces a voltage signal scaled to the 
load current. The fault output is an open drain that pulls 
low when an overcurrent fault has occurred and the 
circuit breaker trips.

Typical Application
The LTC4217 application circuit shown in Figure 3 operates 
with a 100ms auto-retry time and a 2ms overcurrent condi-
tion when the load current reaches 2A. It also produces a 
voltage signal for an ADC to monitor load current.

For applications help,
call (408) 432-1900
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tion could have used
the trusty old 555 timer,
the delay and duration
duty-cycle controls in-
teract, which is an awk-
ward situation.

The circuit in Figure
1 shows the main-clock
input; the delay and du-
ration potentiometers,
P1 and P2; and the HB-
LED output. The cir-
cuit also includes an on-
board general-purpose
LED for bench testing
to indicate an input sig-
nal, although, when the
circuit is operating at
high speeds, this LED is
useless. The main-clock
input is a 5V pulse of
approximately 30 �sec
coming from the fuel-
pump index. Delay po-
tentiometer P1 adjusts
the on-time delay of the
LED from about 40 �sec
to 2 msec, and duration
potentiometer P2 adjusts
the LED-on, or flash,
time with a range of ap-
proximately 15 �sec to
15 msec.

The circuit applies
a 5V pulse, the main
clock, to diode D1 and
capacitor C1 to form a
peak-hold circuit. C1
then discharges at a rate
that P1 sets. Schmitt trigger IC1A moni-
tors C1’s voltage, and, when it reaches
the low threshold of IC1A, it outputs a
high level to IC2’s clock input, setting
the Q output high. With IC2’s Q out-
put high, the Darlington-transistor pair
comprising Q1 and Q2 turns on, driv-
ing the output to the HB LED low at
the output, lighting the LED. At this
time, capacitor C2 charges at a rate
that P2 sets. When this voltage reaches
the upper threshold of IC1B, IC1C’s out-
put switches to high, resetting flip-flop
IC2’s output back to low and turning off
the HB LED. The circuit is now ready
for another round. Diode D2 ensures
a complete discharge of capacitor C2
for repeatability when you reset the Q

output of IC2 to low. Because IC2 re-
quires an active-high signal, you can
omit IC1B and IC1C, but you should use
a Schmitt trigger following an RC cir-
cuit for repeatability, especially on slow
capacitor-charge/discharge times.

Figure 2 shows the results of the cir-
cuit running with a main-clock input
of 650 Hz and a delay of approximately
250 �sec, with P1 at 10%, and a dura-
tion of approximately 600 �sec, with
P2 at 75%. Figure 3 shows an adjusted
change of delay with the same dura-
tion setting as in Figure 2. The new
flash period overlaps the following
fluid burst. You could, depending on
the injector nozzle, see the end of one
fuel burst of calibration fluid and the

start of another in the chamber during
the same flash period without encoun-
tering an error. The circuit also has a
boost switch for a momentary intensity
increase; otherwise, R3 normally limits
the current to approximately 40 mA.
When you press the boost switch, the
Darlington pair, two 2N2222 transis-
tors with current of approximately 400
mA, still limits the current, but long-
term use of the switch will shorten the
LEDs’ life. You should tailor the values
of C1, C2, P1, and P2 to the application.
Calculations will vary depending on
the logic family you use, but, generally,
T�0.7�R�C, where T is the time in
seconds, R is the resistance, and C is
the capacitance.EDN
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Figure 2 With a main-clock input of 650 Hz, the delay is approximately 250 �sec, with P1 at
10%, and the duration is approximately 600 �sec, with P2 at 75%. The top trace (blue) repre-
sents the strobe delay, the lower trace (green) represents Q1’s base duration, and the 5V trace
(red) represents the main clock.
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Figure 3 An adjustment change of delay occurs with the same duration as in Figure 2. The top
trace (blue) represents the strobe delay, the lower trace (green) represents Q1’s base duration,
and the 5V trace (red) represents the main clock.
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The approximately �2-mV/�C
temperature coefficient of

diode junctions is a popular means of
temperature measurement, especially
in cryogenic applications (Figure 1).

Diode temperature sensors are com-
pact, stable, robust, sensitive, and in-
expensive, and, unlike thermocouples,
they require no reference junction. All
of these benefits help explain the dura-

ble popularity of this—to use the polite
term—“mature” technology.

A complicating factor and poten-
tial error source affecting these sen-
sors arises from their need for bias-cur-
rent excitation, however. The resulting
contribution of ohmic IR (current/re-
sistance)-voltage drop in the wiring
and the connectors’ resistance to the
sensor’s output voltage create spurious
and temperature-sensitive voltage off-
sets. These offsets can introduce un-
acceptably large measurement error.
This situation is especially likely when
you use small and, therefore, high-re-
sistance-gauge wire for sensor cabling,
such as in cryogenic applications. In
those cases, designers prefer exception-
ally fine-gauge wire to minimize ther-
mal conductivity and leakage.

The usual solution to the IR prob-
lem is to employ four-wire “Kelvin”-
interconnection topologies, in which
one pair of conductors carries the sen-
sor’s bias current and a separate, inde-
pendent pair differentially senses the
sensor’s output voltage. This approach
prevents corruption of the sensed volt-
age by IR drop in the bias pair. This
traditional fix works well but compli-
cates the wiring and doubles undesir-
able thermal leakage due to the extra
wires, thus defeating much of the point
of using fine-gauge cabling in the first
place.

Figure 2 illustrates a circuit that
implements a different approach. It
cancels the wiring-resistance error
and needs only two conductors in the
sensor cable. It takes advantage of the
fact that IR-voltage drop is directly
proportional to current, but the sensor
voltage is mostly constant. It works by
alternating the magnitude of the ex-
citation current, IB, between two val-
ues, IB1 and IB2, where IB1�2IB2. The ac
component of the resulting signal is
thus approximately IBRW, where RW is
the total wiring resistance plus a minor
contribution from nonzero sensor
impedance.

The clock for both IB1/IB2 excitation
modulation and synchronous demodu-
lation of the resulting response is the
internal oscillator of the LTC1043,
which you set to approximately 500

designideas

Cancel sensor-wiring error
with bias-current modulation
W Stephen Woodward, Chapel Hill, NC
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Figure 2 This circuit cancels the wiring-resistance error inherent in diode tem-
perature sensors and requires only two conductors in the sensor cable.
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Figure 1 The typical �2-mV/�C-voltage-versus-temperature coefficient of diode
sensors is large and nearly constant over a wide range of temperatures.
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FSK (frequency-shift keying) is
a type of signal modulation for

transmitting digital data over an analog
communication link. An FSK modu-
lator comprises a digitally controlled
sine-wave generator whose frequency
shifts between two predetermined fre-
quencies in response to the two logic
levels of the digital data. The circuit
in Figure 1 generates a sine wave by
continuously sampling a single sine
cycle. The output of IC2A is propor-
tional to the currents through R1, R2,
and R3. These resistors connect togeth-
er at one end to the inverting input of
IC2A, which is biased at VCC/2. The

outputs GP0, GP1, and GP2 of micro-
controller IC1 produce nonoverlapping
pulse trains. When you set either out-
put high or low, the others are off—
that is, at high impedance. When you
set an output high, the voltage across
the resistor that connects to it is VCC/2.
When you set the output low, the volt-

age across the resistor is �VCC/2.
Select the values of R1, R2, and R3

so that the current pulses have mag-
nitudes proportional to samples of sin
30, 60, and 90�, respectively. Setting
all the outputs of IC1 to off produces
the sample of sin(0�), and no current
flows through the resistors. Thus, start-
ing with all outputs of IC1 at off and
consecutively and periodically setting
GP0, GP1, and GP2 to high and then,
in reverse order, setting GP1 and GP0
high again generates the positive half
of a sine wave. Repeating the process
but setting the outputs to low generates
the negative half of the waveform.

This scheme produces a sampled
sine waveform with 12 samples per
cycle. In addition to the desired fre-
quency component, f0, this waveform
contains higher-frequency components
at (12k�1)f0 and (12k�1)f0, k�1,2,3,
and so forth. The lowpass filter com-

prising IC2B, R7, R8,
C3, and C4 easily fil-
ters out these unde-
sired components of
smaller amplitude.
Listing 1, which is
available with the
Web version of this
Design Idea at www.
edn.com/090611dia,
is the assembly-pro-
gram code that im-
plements the Bell 202
FSK standard. When
the control input

Data In is high, the output frequency is
1200 Hz; when the control is low, the
output frequency is 2200 Hz. The tran-
sition from one frequency to the other
occurs in a manner that retains phase
continuity. Figure 2 shows the FSK-
modulator output (CH1) in response
to a modulating signal (CH2).EDN

designideas

Hz by connecting the external 0.01-
�F capacitor to Pin 16. The resulting
toggling of the excitation ballast resis-
tance between 1M and 1M�1M�2M
creates the 2-to-1 current modulation
and an ac-signal component propor-
tional to wiring resistance: IBRW.

The other side of the LTC1043 syn-
chronously rectifies the IBRW ac com-
ponent, storing the IB1RW�VC1 phase
on C1 and the IB2RW�VC2 phase on C2.
Op amp A2 buffers VC1 and inputs it
to the resistor network and A1, which
subtracts it from the average sensor sig-

nal, producing an output voltage inde-
pendent of cabling-resistance offset.
One downside of the technique is that,
due to sensor-impedance effects on
the order of 20 mV, the thermometric
diode usually requires custom tempera-
ture calibration.EDN

Simple FSK modulator enables
data transmission over low-speed link
Israel Schleicher, Prescott Valley, AZ
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Figure 1 This microcontroller-based cir-
cuit generates Bell 202-compatible FSK
modulation.

Figure 2 The FSK modulator’s output changes fre-
quency based on a digital input.
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supplychain
The ongoing downturn

is causing an upturn
for distribution-demand

creation—using distributor-
supplied suites of engineering
services to encourage prod-
uct training and guidance—as
suppliers rely more on distrib-
utors to encourage complete
designs. “What I’ve seen in a
number of suppliers—not uni-
versally but in a number of key
supplier relationships—is may-
be a greater willingness to ex-
amine the way business is be-
ing done,” says Mark Larson,
president of components dis-
tributor Digi-Key Corp (www.
digikey.com). “These changes
were occurring even before
the downturn. Now, everyone
is standing back, and they are
seeing that success is not
coming as easily or, in some

cases not at all, and it forces
a re-examination. It’s an inter-
esting thing, and I think it’s go-
ing to make for more creative
solutions.”

Mike Long (photo), new-
ly appointed chief executive
offi cer of Arrow Electronics
Inc (www.arrow.com), agrees
that, in many ways, distributor
relationships with suppliers
are getting stronger. “We are
looking for ways that we can
increase or take on different
portions of the supply-chain
workload so we are not dupli-
cating efforts as much as we

used to,” he says. “Suppliers
would like us to continue on
our journey to be more tech-
nically astute and bring their
technology to more customers
than we have in the past.”

Long notes that companies
are changing the ways they
are doing designs. “If you go
back 10 years, every engineer
wanted to see another engi-
neer that was around product
specialization,” he says. “To-
day, the engineers are more
interested in solving a solu-
tion problem versus a part
problem. Customers aren’t in-
terested in our doing a design
for one part. They want the to-
tal solution to be effi cient, and
they want the solution to be
designed with products that
will be readily available for
longer periods of time.”

A recent move by the United States EPA
(Environmental Protection Agency, www.epa.
gov) could discourage IC manufacturing in
the country. In late April, the EPA issued a
proposed fi nding that greenhouse gases con-
tribute to air pollution that may endanger pub-
lic health or welfare.

Of the six gases identifi ed as potential
threats, hydrofl uorocarbons, perfl uorocar-
bons, and sulfur hexafl uoride are used in
chip manufacturing. Although the compa-
nies using them regulate the gases and al-
though the EPA fi nding does not offer pro-
posed regulation of the gases, it does open
the door to possibly stringent and costly re-
strictions on equipment makers and semi-

conductor manufacturers.
The proposed endangerment fi nding is

now in the public-comment period, which
will end on June 23, 2009. Before taking
any steps to reduce greenhouse gases un-
der the Clean Air Act, the EPA must con-
duct “an appropriate process and consider
stakeholder input.” Both President Barack
Obama and EPA Administrator Lisa P Jack-
son have repeatedly stated their prefer-
ence for comprehensive legislation to ad-
dress climate change and to create the
framework for a clean-energy economy.
You can submit written comments on the
proposed fi nding through http://epa.gov/
climatechange/endangerment.html.

Economy opens more doors
to demand creation for distributors

BY SUZANNE DEFFREE

EPA FINDING ON GASES COULD AFFECT US IC MANUFACTURING

LINKING DESIGN AND RESOURCES

G R E E N  U P D AT E

SYSTEM ICs SET
FOR DOUBLE-
DIGIT GROWTH
IN 2010OWTH
The global core-silicon
market, including ASICs (ap-
plication-specifi c integrated
circuits), ASSPs (application-
specifi c standard products),
and PLDs (programmable-
logic devices), appears to
have hit bottom and should
move toward an expansion
in 2010, iSuppli Corp (www.
isuppli.com) reports.

According to iSuppli, the
core-silicon market saw its
revenue fall by nearly one-
third over the six months
leading up to May and is set
to see its revenue rise to $19
billion in the third quarter, up
8.3% from an estimated total
of $17.6 billion in the second
quarter. The revenue increase
will mark the fi rst sequential
rise since a year earlier, when
revenue increased by 6.7% in
the third quarter of 2008.

“The core-silicon market
hinges on a few major
applications for most of its
revenue,” says Jordan Sel-
burn, principal analyst for core
silicon at iSuppli. “While some
areas, most notably desktop
PCs and 1G/2G [fi rst-gen-
eration/second-generation]
mobile handsets, now are
forecast to actually suffer a
decline in unit shipments from
2008 to 2009, others, such
as 3G [third-generation] wire-
less phones, netbook PCs,
and set-top boxes, are still
expected to grow, despite the
crippled economy.”
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1050W front end has
wide output-load range

Providing a maximum 86.7A with
a 12V output, the SFP1050-12BG

1050W ac/dc front end exceeds Climate
Savers Computing Initiative’s Silver
Standard efficiency requirements over
output loads of 20 to 100%. Compliance
with these efficiency requirements and
active current sharing make the device
suitable for use in redundant-system ap-
plications for datacom, server, and other
distributed-power applications. Features
include a 3.3V standby voltage at 3A
output, I2C monitoring and control, in-

Power block suits centralized-control architectures
Aiming at use in power FPGA and other processors, the 30A ROA14283003
power block targets use in centralized-control architectures, such as Internet-

switching routers, computer servers, and telecommunications switches. The device
allows you to insert it as a power stage that a single- or a multiple-phase PWM con-
trols and works with the vendor’s isolated and nonisolated power modules to enable
power management in information- and communication-technology applications.
Using a digital interface, such as the I2C or the PMBus, the device accepts 7 to
13.2V inputs, provides a 0.8 to 3.3V output, and claims 94% efficiency at full load.
Built with an 11.4-mm maximum profile, the ROA14283003 power block costs
$10.05.
Ericsson Power Modules, www.ericsson.com

POWER SOURCES

productroundup

�

1000V-dc voltage ratings; and 375A
dc-current ratings. The series features
the vendor’s LXI-certified Ethernet-in-
terface option with an embedded Web
server. The interface allows control and
monitoring of the power supply in any
Web browser or through National In-
struments’ LabView with certified driv-
ers. Accepting an ac-input-voltage range
of 208 to 480V ac at 50-, 60-, and 400-
Hz, the series provides a 92% power fac-
tor at rated power. The combined fea-
tures function at 88% efficiencies. Avail-
able in a 2U package, the XR series costs
$2795.
Magna-Power Electronics,
www.magna-power.com

put of 90 to 264V ac, and 91% efficien-
cy in loads as low as 50%. The device
also provides output-overvoltage, out-
put-overcurrent, and overtemperature
protection. Measuring 12�3.1�1.6 in.,
the SFP1050-12BG 1050W ac/dc front
end costs $512 (250).
Power-One, www.power-one.com

DC-power supplies
come in 2U packages

The programmable XR dc-pow-
er-supply series includes 54 mod-

els with 2-, 4-, and 6-kW power ratings;

Point-of-load dc/dc con-
verter claims 92% power-
conversion efficiency

The 7A iBD series of nonisolat-
ed point-of-load dc/dc convert-

ers provides a Distributed Power Open
Standards Alliance-compatible pinout
and claims 92% high-power-conversion
efficiency. The 6 to 14V input range
suits the series for powering distributed
power and 4-to-1 and 5-to-1 unregulat-
ed bus-converter systems. A 0.8 to 5.5V
output-adjustment range, a pre biased
output, and a 7A maximum output cur-
rent enable the devices’ use in ASIC,
FPGA, and other applications requir-
ing multiple voltages. Available in a
1�0.5�0.33-mm through-hole-mount-
ed SIP, the iBD dc/dc converter costs
$9.67 (10,000).
TDK-Lambda, www.tdk-lambda.com

�

�

�

edn090601prod_id  54edn090601prod_id  54 5/26/2009  4:13:03 PM5/26/2009  4:13:03 PM



JUNE 11, 2009  | EDN  55

Hall-effect switch comes
in lead-free, “green”-
compliant package

Adding to the vendor’s Micro-
power and Omnipolar line, the

MLX90248 Hall-effect noncontact
mag netic switch provides ESD protec-
tion as high as 8 kV. The MLX90248
requires 1.5V operating voltage, com-
pared with previous generations, which
required 2.5V operating voltage. Provid-
ing bounce-free switching, the device
suits use in open/close detection in mo-
bile phones and notebooks and screen-
rotation detection in digital cameras
and camcorders. The IC typically con-
sumes 5 �A of power at 3V and 3 �W
at 1.5V. Allowing detection of magnet-
ic fields lower than 6 mT, the device
detects the presence of north or south
magnetic poles. Available in lead-free,
“green”-compliant TSOT packages and
2�1.5�0.4-mm CSPs, the MLX90248

INTEGRATED CIRCUITS

�

DAC features digital
filtering targeting profes-
sional-audio equipment

Aiming at professional-audio ap-
plications, the WM8742 DAC

suits audio/visual receivers, compact
discs, DVDs, SACDs, and home-theater
systems. The 24-bit, 192-kHz DAC com-
bines a programmable digital filter and a
123-dB stereo SNR. The system includes
a dithered digital-interpolation filter,
fine-resolution volume control, digitally
enabled de-emphasis, and a multibit sig-

Class D-amplifier IC
increases power output in
portable stereo amplifiers

The two-channel TS4999 Class
D-stereo-amplifier IC claims to

improve sound quality for portable con-
sumer equipment using 3-D-audio ef-
fects. The device features a 2.4V min-
imum supply voltage, a 10-nA pow-
er-saving mode, and 90% efficiency.
It achieves 1% distortion and delivers
as much as 2.8W per channel into 4�
speaker loads. The TS4999 is available
in an 18-bump, flip-chip lead-free pack-
age and costs $1.10 (1000).
STMicroelectronics, www.st.com

� Digital step attenuator
has neither gate lag nor
phase drift

Covering a 31.5-dB attenuation
range in 0.5- or 1-dB steps, the

PE43502 digital step attenuator pro-
vides low insertion loss and high attenu-
ation accuracy. The attenuator has nei-
ther gate lag nor phase drift, and it has
fast settling. These features make it suit-
able for wireless-broadband-access ap-
plications, including TDE, WiMax, and
TD-SCDMA; cellular base stations; re-
peaters; femtocells; and power-amplifi-
er-distortion-can celing loops. The 50�
devices feature a dc to 6-GHz operating-
frequency range, an input third-order
intercept point of 58 dBm, and a 500V
HBM (human-body-model) ESD toler-
ance. Available in 3.3 or 5V supply-volt-
age options, the attenuator uses onboard
CMOS logic, facilitating 2.75V control.
Available in a QFN-24 lead package, the
PE43502 digital step attenuator costs
$2.14 (100,000).
Peregrine Semiconductor,
www.psemi.com

�

�

ma-delta modulator/switched-capacitor
stage with differential-voltage outputs.
Pin-compatible with the WM8740 and
the WM8741, the WM8742 comes in an
SSOP-28 package and costs $3 (1000).
Wolfson Microelectronics,
www.wolfsonmicro.com

Hall-effect switches cost 16 and 18 cents,
respectively.
Melexis, www.melexis.com

COMPUTERS AND PERIPHERALS
Integrated platform pro-
vides processor options

Part of the vendor’s IPnexus Micro-
TCA line, the AMP5071 integrat-

ed platform uses an Intel Core 2 Duo pro-
cessor or a Freescale MPC8641D dual-
core 1-GHz PowerPC processor. The
platform allows for configuration and in-
tegration of AMC modules for I/O, stor-
age, and computing functions into the
system, meeting a range of IP-based com-
munications-design criteria. The system
comes with the vendor’s NexusWare car-
rier-grade Linux OS and development
environment and NexusWare Portal re-
mote-system-management software. Pric-
es for the AMP5071 application-ready
system, configured with a processor, stor-

age, and NexusWare, start at $4595.
Performance Technologies,
www.pt.com

ware-port multiplier costs $89.95.
Addonics Technologies,
www.addonics.com

Hardware-port
multiplier integrates
a RAID controller

Featuring an integrated RAID
controller, the 4X1 eSATA/USB-

hub hardware-port multiplier connects
as many as four SATA/SATA II hard
drives to a host using a single SATA or
USB port. The four connected drives al-
low you to set up a RAID configuration
by dialing an onboard rotary switch.
Available in system and enclosure ver-
sions, the 4X1 eSATA/USB-hub hard-

�

�

1.5-Tbyte hard drive has
3-Gbps SATA interface

The EcoGreen F2EG hard-disk
family delivers a 1.5-Tbyte capac-

ity with 500 Gbytes per disk. Suiting use
as an external hard disk and in desktop
PCs, the devices incorporate 16- or 32-
Mbyte buffer memory; a 3-Gbps SATA
interface; and 500-Gbyte, 1-Tbyte, or
1.5-Tbyte capacity. The EcoGreen F2EG
1.5-Tbyte hard-disk drive costs $149.
Samsung Electronics,
www.samsung.com

�
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USB RS-232 adapter has
programmable baud rate

Appearing as a standard COM port to the host com-
puter, the SeaLink�232-DB9 single-port USB-to-

RS-232 adapter enables setup and provides compatibility
with legacy software. The device features a programmable
baud rate and data formats with 128-byte transmitter and
384-byte receiver buffers. Compatible with all standard PC
baud rates, the USB adapter supports 921.6-kbps communi-
cation. Powered by the USB port, the adapter provides sta-
tus LEDs molded into the enclosure, indicating serial-data
activity and connection to the host. The SeaLink adapter
costs $79.
Sealevel Systems, www.sealevel.com

�

Computer-on-module uses
Intel Atom N270 processor

The low-power, long-life-cycle computer-on-module
line includes Diamondville, a low-power Intel Atom

N270 processor that operates at 1.5 GHz. Available in
ETX and PICMG’s COM Express basic and compact
sizes, the Express-AT basic measures 125�95 mm, and
the Express-ATC compact measures 95�95 mm. Suit-
ing medical equipment, portable devices, and industrial
controllers, the Express-AT, Express-ATC, and ETX-AT
claim seven-year life cycles. Prices for the modules start
at $200.
Adlink Technology, www.adlinktech.com

Rack-mount platform provides 15�GbE
The rack-mountable, modular PL-80090 platform us-
es a redundant power supply and provides 15�GbE,

making it suitable for use in critical networking and net-
work-security applications. Built with Intel embedded IA
components, the platform supports Intel quad-core proces-
sors with 1333-MHz front-side bus and Intel Virtualization
technology. The platform provides two unbuffered ECC or
non-ECC DDRII-800 DIMM slots with as much as 4-Gbit

�

memory. The storage interfaces include two 3.5-in. SATA
hard-disk drives and CompactFlash. The PL-80090 costs
$1739.
Win Enterprises, www.win-enterprises.com

Development tool addresses
stack-overflow issues

The StackX tool allows developers to avoid stack-
overflow problems frequenting embedded systems.

The development tool performs an analysis of a complete
application at the executable-code level, computing the
worst-case stack usage the application can experience. The
StackX costs $1000 per developer for a perpetual license.
Express Logic, www.rtos.com

�

�

edn090601prod_id.indd  56edn090601prod_id.indd  56 5/27/2009  10:12:07 AM5/27/2009  10:12:07 AM



A division of

BuyerZone is the trusted, unbiased site that brings buyers and sellers of business purchases 
together to make the purchasing process easier while saving both parties time and money.
Credit Card Processing, Building Services, Home Security, Trade Show Displays, Forklifts and
Construction Equipment, Business Purchases and more... Let us do the work so you don’t have to.

Join the millions who’ve already saved time and money on many of their purchases by taking
advantage of BuyerZone’s FREE, no obligation services like:
• Quotes from multiple suppliers • Pricing articles
• Buyer’s guides • Supplier ratings
• Supplier comparisons

REQUEST FREE QUOTES NOW!
Call (866) 623-5525 or visit 
BuyerZoneQuotes.com

Where Smart Businesses Buy and Sell

Looking to buy?
With BuyerZone, every big deal

is no big deal at all.

EDN090601.indd  57EDN090601.indd  57 5/27/2009  11:20:03 AM5/27/2009  11:20:03 AM



My first assignment was to handle
an unusual, high-data-rate signal. My
boss, a 20-year analog-veteran designer,
had decided to try digital processing.
His protocol, however, was to use only
his “tried-and-true” analog techniques
in digital form—no “fancy program-
ming” allowed. I sighed, studied previ-
ous equipment designs, and sketched
several proposals. Then I hit the first
of several roadblocks.

My boss and I argued about theory
and my designs. When I asked ques-
tions about details in earlier boxes, he
would lecture me as if I were a neo-
phyte. After more design reviews than

I can count on both hands, plus lec-
tures, I finally had a completed system
on my bench. The first test, as per my
boss’ protocol, was to input a square
wave as data; the display output should
be a single slowly rotating vector. My
display output, unfortunately, included
three vectors, and they weren’t rotat-
ing slowly. He glanced at it and said,
“Double-check your work.”

So I spent the next three weeks
double-checking wiring, schematics,
clock signals, timing diagrams—any-
thing that might be out of place. Find-
ing nothing wrong, I triple-checked
the schematics and replaced parts. The

output remained the same. In despera-
tion, I changed wiring and clock sig-
nals until the display showed only one
vector rotating. Unfortunately, when I
tried simulated data instead of a square
wave, my new circuit produced only
noise.

Frustrated, I begged one of my co-
workers to help me. Studying the origi-
nal design, he pointed out that it was
working: My data-sampling clock was
a noninteger multiple of the system
clock, so the two clocks couldn’t ex-
actly synchronize—hence, the three
rotating vectors.

My boss responded: “It doesn’t
work.”

“Yes, it does,” I countered. “It’s do-
ing what you—what we designed it
to do.”

His observation: “Too many errors
in the output data.”

“It’ll work! It needs a faster sam-
pling rate. We just multiply …”

But I was too late. He had decided
that “digital” processing was a mistake
and handed the project to a co-worker
to do in analog form.

Two years later, Texas Instruments’
first commercial DSP chip appeared.
One of our new guys got to use it. He
showed me how to replace several an-
alog boards with one DSP board and
some support ICs. I saw my original
project and a few later ones imple-
mented in software.

I have moved on, trying to keep
an open mind. It’s been difficult, with
the deluge of new technology every
year. Whenever I find myself slipping,
I remember my old boss, spouting his
tried-and-true philosophy, keeping me
out of DSP and away from what is
now a major part of electronic design.
I hope I don’t force anyone else into
that scenario.EDN

Steve Lubs has been an engineer in
a variety of roles at the Defense De-
partment for 30 years and has always
argued with his bosses. You can reach
him at salubs1@verizon.net.
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I
n the early 1980s, I was working at a new division that built
special-purpose modems. Our boxes were effective and ef-
ficient, working with well-known modulation, such as FSK
(frequency-shift keying), BPSK (binary-phase-shift keying),
and QPSK (quadrature-phase-shift keying). When an appli-
cation required a different kind of signal, however, we ran

into power and space limitations and other headaches.
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 ...for high speed 
board-to-board.
Q Series ®
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  5mm to 30mm stack heights

• Rated at 9 GHz single ended

• Integral power/ground plane
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• Rated at 9 GHz single ended

Edge Rate™ Series
• Contact system on .8mm pitch is robust 

  when zippered during unmating

• Rated at 9.5 GHz in differential pairs

 All products available in mezzanine, 
perpendicular and coplanar applications
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Innovative FPGA PCB Co-design Technology
The Cadence® Allegro® and OrCAD® FPGA System Planners offer optimized correct-by-construction
FPGA pin assignments that minimize the number of iterations during PCB layout while reducing the
number of layers required to route the FPGA. This innovative design solution is scalable, shortens
design time, reduces product costs and mitigates risk.

Available from EMA Design Automation
To learn more about the Cadence FPGA System Planner visit EMA Design Automation, a Cadence Channel
Partner, at www.ema-eda.com/FPGA or call us at 800.813.7288.
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